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It is no exaggeration to say that the study of internal conflict and political violence has undergone a remarkable boom during the past twenty years. This area of study—how order, conflict, and violence interact—has grown from a peripheral topic to a central concern for scholars of both comparative politics and international relations. What is more, economists, anthropologists, psychologists, historians, and sociologists have joined in the quest to better understand this set of political and social phenomena. While each of these disciplines and subfields continues to be characterized by its own methodological preferences, some of the best emerging work is characterized by questions and methods that cross traditional disciplinary and subdisciplinary divides and synthesize insights from multiple fields. It is worth taking a step back and asking about the explosion of interest in civil conflict. I believe that it reflects the convergence of three distinct political developments.

The first one is a rather delayed effect of the realization that interstate conflict has become an increasingly uncommon occurrence—and is likely to remain so. The end of World War II and the institutionalization of territorial nationalism into a fundamental component of international politics spelled the end of wars of conquest, even where ethnic minority issues remained unresolved and, thus, a source of intra- and inter-state friction. At the same time, the invention of nuclear weapons has made Great Power war obsolete. As a result, a previously residual type of war turned into the main, if not the only, war actually fought: civil war. Studying war now calls for taking internal conflict seriously—a hard lesson for scholars hard-wired to assume state unity and dismiss non-state actors as secondary.

The second development is associated with the end of the Cold War. By disconnecting internal conflict from superpower competition, this momentous political development persuaded scholars of comparative politics that civil wars were fully legitimate domestic phenomena and, therefore, worth incorporating into the study of comparative politics. The difficulty here consisted in engaging the messy world of militarized conflict, in which the rules of the game were both less familiar to scholars of comparative politics and harder to discern compared to those of peaceful internal political processes, whether democratic or autocratic.
The third development consisted of the realization by political economists that internal conflict was a major impediment to economic development. This realization, also greatly conditioned by the end of the Cold War, convinced economists that they had to take internal political conflict seriously if they were to understand and tackle the obstacles to economic development.

In sum, the decline of interstate war led international relations scholars to focus their attention much more on civil wars, just when the end of the Cold War convinced both comparative politics researchers and development economists that civil wars were domestic processes with important political and economic repercussions. The advent of the wars in Afghanistan and Iraq, on the eve of the twenty-first century, reinforced this development by injecting into it a higher dose of political salience.

Naturally, this development has not occurred without growing pains. International relations scholars often conceptualize non-state political factions involved in civil wars as monolithic actors akin to states writ small. In the process, ethnic groups have been reified as political actors at the expense of a reality characterized by political organizations making more or less credible claims in the name of ethnic groups. Comparative politics scholars have tended to downgrade transnational and international factors affecting domestic political conflict, and have generally ignored the military dimension of these conflicts. Finally, economists have been prone to the temptation of caricaturing political institutions and dismissing the political dimensions of civil wars in favor of facile characterizations based on criminality.

Fortunately, an emerging generation of scholars is moving beyond these shortcomings. While building on existing research, they are able to overcome the divide between interstate and domestic politics, combine methods from several disciplines, and pay close attention to context and history. Overall, recent research is characterized by a key step: theoretical and empirical disaggregation on several dimensions:

• The disaggregation of space so as to focus on subnational and subregional variation, thus making possible a better understanding of the complexity inherent in these processes and generating data of higher quality.
• The disaggregation, or sequencing, of the temporal processes that precede, accompany, and follow violent conflict. In turn, this allows exploration of the sequence of polarization and violence, all too often assumed to causally precede each other.
• The disaggregation of levels of analysis and the recognition of the empirical interconnectedness of action at the micro, meso, and macro levels, as opposed to the unreflective imputation of motives and choices from one level onto the others.
• The disaggregation of the actors involved in the process, and especially the recognition that actors and dynamics internal to ethnic groups often drive the process of conflict between ethnic groups. This also makes it possible to recognize processes of interaction between local, national, and international actors.
• The disaggregation of violent conflict and the replacement of the dichotomous conceptualization of nonviolence/violence by one that recognizes a much wider space of strategic options available to actors.

Empirical and theoretical disaggregation has led us to a point where we are able to ask more clearly defined questions about the dynamics of conflict and to use more appropriate techniques to address them. For example, we have moved away from largely sterile debates about the primordial versus constructed nature of ethnic identities, or the greedy versus aggrieved motivations of rebel actors. Instead, we are moving toward formulating research questions that investigate the precise ways in which ethnicity is configured as political action and explore how exactly motivations interact with context.

Clearly, this is a research agenda that requires considerable methodological versatility, a commitment to problem-based rather than method-based research, a dedication to careful and in-depth empirical inquiry, and the ability to conceptualize categories in ways that are simultaneously theoretically sophisticated and empirically realistic. In many ways, this research bridges traditional area-studies research with new methods, and as such it is also moving us beyond obsolete methodological debates about qualitative versus quantitative methods. Seen from this perspective, Rethinking Violence is testament to the maturity of both the field and the disciplines within which this field is embedded.
Recent years have seen the emergence of a growing subfield within political science that brings together scholars of international security, warfare, civil war, area studies, and comparative politics: the study of political violence. The increasing attention and resources devoted to studies of conflict and violence reflect, at least in part, profound changes in the international system. For much of the twentieth century, scholars of international security have focused on the behavior of states in the international system, and particularly on the eruption of wars between advanced states. Yet a decline in major wars, especially among industrialized democracies, has meant that the type of violence that predominates in the world today has altered.1

Modern interstate warfare differs from other kinds of political violence in many ways, not least because its practitioners at least purport to abide by certain conventions. One of these is the distinction between combatants and non-combatants. As Stathis Kalyvas writes, “modernity is inextricably linked with the attempt, however imperfect, to draw a line between combatants and civilians, thus limiting violence to the battlefield.”2 The task of warfare was delegated to professional armies who represented

---


populations that generally remained on the sidelines. Historians have suggested that attitudes about the use of violence changed between 1700 and the twenty-first century, “with a growing antipathy toward cruelty of all kinds” and attempts to limit the ubiquity of warfare in everyday life.3

This image of interstate warfare as a contest between states carried out via rival armies was never entirely accurate; civilian populations have been targeted with violence in interstate wars and have fought in irregular campaigns that accompanied conventional wars.4 But conventional interstate war is characterized by the presence of armed forces attacking one another across established front lines.5 And violence in conventional war is primarily the duty of disciplined, uniformed professionals acting on behalf of the state.

In the twenty-first century, much of the political violence that we witness looks quite different from conventional war. Collective violence no longer primarily concerns contests between the armies of major states, in which soldiers are the main violent actors. Instead, civilians are often the targets of violence, its practitioners, or both. Episodes of political violence pit the state against segments of the citizenry, often defined in religious, ethnic, and national terms. Non-state actors within states have in turn launched violent challenges to the state, attacking representatives of state power, state symbols, and state institutions, but typically seeking to avoid direct combat with state armies. Insurgents, terrorists, and rioters are thus unlike the trained, regimented forces of major wars, not simply because they are different kinds of actors, but because the very nature of warfare they employ differs. These types of violent conflicts are hardly new, but the reduction in the incidence of major, interstate warfare has served to turn scholars’ attention to conflict among domestic actors and prompted a renewed interest in the study of unconventional conflict.6

Despite increasing scholarly attention, violence between states and non-state actors remains puzzling in several regards. First, states’ osten-

sible raison d’être is to provide security and govern populations; it is star-

---

6. See Stathis N. Kalyvas, Ian Shapiro, and Tarek Masoud, eds., *Order, Conflict, and Violence* (Cambridge: Cambridge University Press, 2008). This volume brings together scholars from different disciplines and sub-fields to address problems of global conflict, and Shapiro has suggested that the study of order, conflict, and violence constitutes a field in its own right.
tling if they instead choose to target civilian populations with violence. Likewise, domestic actors who seek concessions from the state typically do not resort to violence; attacking the state is an extreme form of conflict. Yet, as many of our authors note, relatively little attention has been paid to understanding why erstwhile non-violent actors sometimes suddenly turn violent. Given that violence can drag on for years, be immensely destructive, and impose costs on the actors involved and on society in general, the move to abandon non-violent ways of resolving conflict in favor of violence is difficult to explain. Violence sometimes seems ineffective, raising the question of why actors would act violently even when violence does not appear to work. We need theories that elucidate the conditions under which violence in particular becomes the form that conflict takes.

This volume takes on these puzzles. Specifically, we investigate state violence against civilians and the use of violence by non-state actors against the state. Our contributors address two central questions. First, how, why, and when do states and non-state actors come to use violent strategies against one another? Second, how effective is this use of violence?

Rethinking Violence: Two Conceptual Moves

The scholarly literature on political violence has sought and proposed answers to these questions, but further progress, we argue, requires rethinking the way we study violence. To do so, this volume revisits some fundamental questions about violence: is violence a distinctive kind of conflict, or does it grow out of unresolved non-violent conflict? Under what conditions are peaceful strategies such as negotiation, popular protest, and accommodation replaced with violence?

In considering these questions, we make two conceptual innovations. The first is to disaggregate. Violence is often coded dichotomously, as either present or absent. But treating violence as binary neglects the diver-

7. This understanding of the benign purpose of the state reflects one view of state behavior; for an alternative way to think about the state, see, among others, Charles Tilly, “War Making and State Making as Organized Crime,” in Peter B. Evans, Dietrich Rueschemeyer, and Theda Skocpol, eds, Bringing the State Back In (Cambridge: Cambridge University Press, 1985), pp. 169–191.

sity of options available to actors. The absence of violence, for instance, can characterize several different situations: it may indicate a complete absence of conflict, or it may mean that actors in conflict are utilizing any of a number of non-violent strategies to attain their objectives. Combining these situations into a single category (i.e., no violence) is problematic because they have different implications for our understanding of how violence begins; violence may replace non-violent strategies under particular conditions, or violence may erupt suddenly where conflict had previously been dormant. Although Charles Tilly has called for studies that examine both violent and non-violent action, in practice the study of violence is often separated from the study of non-violent strategies. Overlooking the non-violent options that actors have at their disposal, however, results in a failure to consider how violence becomes appealing in the first place and why violence sometimes replaces non-violent strategies of contestation.

Just as the non-violent category can be unpacked, so too can violence itself be disaggregated. States can vary in the amount and kind of violence they use against civilian populations: they can deploy police forces to arrest or fire at demonstrators; they can indiscriminately attack population centers; they can ethnically cleanse populations through population exchanges; they can even commit genocide. Non-state actors can also employ different forms of violence to challenge the state, such as terrorism.


suicide bombing, insurgency, and rioting. Scholars have studied these different types of violence, but often without considering why one type gets employed rather than another.\textsuperscript{10} To take one example, in his influential study of suicide bombing, Robert Pape argues that organizations employ this strategy because it is effective. He supports this claim by suggesting that suicide terrorism works more often than it fails.\textsuperscript{11} But he does not consider whether suicide terrorism is more or less effective than other violent or non-violent strategies that opposition groups might employ. Without an understanding of the relative effectiveness of suicide bombing compared with other strategies, it is difficult to sustain the argument that the strategy is chosen for its effectiveness. To fully grasp the causes of a turn to suicide bombing, we need to ask what other options were available and why suicide bombing became the tactic of choice.

The practice of treating violence as dichotomous hinders our understanding of its emergence, appeal, and effects. To develop compelling explanations for why particular contexts are conducive to violence, we need to consider the range of non-violent and violent options available to actors. The chapters in this volume begin to address this challenge by studying the alternatives available to actors and asking how they come to embrace specific strategies.

The second conceptual move we make in this volume is to consider the dynamic nature of violent conflicts and reflect on the conditions that lead to the eruption of violence at particular moments in time. The tendency in the literature is to compare non-violent and violent places, and identify differences between them.\textsuperscript{12} Variables commonly used, such as


\textsuperscript{12} Even studies of civil war onset that employ panel datasets, such as Fearon and
regime type and mountainous terrain, are often relatively static and therefore unable to account for changes over time. As a result, we know less about the triggers of violence than we know about the broad structural factors that make a place more likely in general to experience violence. As James Rule put it, “we know a lot of things that are true about civil violence, but we do not know when they are going to be true.”

Any explanation for the eruption of violence requires consideration of what preceded violence. Case studies and histories of particular conflicts are far better at discussing the events that lead up to an outbreak of violence, but they can be subject to inferential biases if the method of identifying triggers is to look backward from a particular episode of violence and seize upon preceding events as the likely causes of violence. Investigating variation over both time and place is essential for understanding why violence begins. The chapters in this volume examine the conditions that trigger the onset of violence.

Studies of Violence

The scholarly literature on collective violence includes studies of contentious action, riots, repression, civil wars, ethnic conflict, revolutions, rebellion, interstate war, and genocide carried out by scholars in diverse fields, such as history, political science, sociology, anthropology, and policy analysis. Attempting to characterize all the relevant arguments that have been made to explain violence here would surely result in an incomplete and unsatisfying summary of an extensive body of knowledge. This section instead aims to identify some of the most prominent explanations in circulation—those that influence policymakers and ongoing scholarship—and point to some of their explanatory strengths and weaknesses. Specifically, we focus on explanations centered on state weakness, ethnic and national differences, state authoritarianism, and the role of elite manipulation.

Laitin, “Ethnicity, Insurgency, and Civil War,” or Collier and Hoeffler, “Greed and Grievance,” have little to say about when violence will begin, focusing instead on variables more suitable for explaining cross-sectional variation than temporal variation.

13. Theories based on changes in regime type are not static; here we are referring to theories that see a particular type of regime as generally more prone to violence.


STATE WEAKNESS

A number of leading studies have linked state weakness to a rise in intra-state violence. The empirical finding appears fairly robust: weak, poor, underdeveloped states are far more likely to experience violence than wealthier states. The causal logic underpinning the finding is, however, less clear. Fearon and Laitin argue that weakened state capacity facilitates insurgency in a number of different ways, but specifying just what aspects of state capacity prompt a turn to violence is quite difficult. Rotberg notes that no single indicator of weakness can explain a state’s descent into failure and violent conflict.

Several scholars have suggested mechanisms to link state weakness to the onset of violence. Lake and Rothchild argue that when state weakness leads states to lose their ability to arbitrate between groups or provide guarantees of protection, collective fears of the future prompt ethnic violence. Fearon posits a similar logic, but using a rationalist calculus; he argues that when groups find themselves without a third party—the state, which can credibly guarantee agreements—their commitment to peace is less credible and violence ensues. Posen argues that when the state is weakened and conditions akin to anarchy exist, ethnic groups face a security dilemma: the actions they take to ensure their own security threaten others, and ethnic violence results. These arguments serve to connect state weakness to the very specific outcome of violence, particularly ethnic violence, and suggest how the state affects domestic actors within it.

But there is a mismatch between these arguments and the empirical record. The state, rather than being absent and unable to serve as a secu-


17. For a review of the quantitative findings in the civil war literature, see Nicholas Sambanis, “A Review of Recent Advances and Future Directions in the Literature on Civil War.”

18. For an empirical and theoretical critique of the state capacity argument, see Matthew Adam Kocher, “Insurgency, State Capacity, and the Rural Basis of Civil War,” paper presented at the Program on Order, Conflict, and Violence, Yale University, October 31, 2007. He argues that by defining state capacity in terms of the factors thought to hamper violence, the argument ends up with little explanatory power.


rity guarantor, is often an active participant in violence. The state may not serve as a referee between ethnic groups even when it is capable of doing so, but may take sides or even initiate ethnic violence. The essays in the first half of this volume investigate state violence against civilians and minority groups. These essays do not depict a neutral state, but one that under certain circumstances attacks civilians and combatants inside and outside its borders.

The relationship between state weakness and violence needs to be taken seriously; it is one of the few empirical regularities that has been documented through a variety of different kinds of evidence and tests. Yet the correlation between state weakness and violence does not constitute a causal story. State weakness is an incomplete explanation for two reasons. First, state weakness, measured in a variety of ways, is not a sufficient explanation for violence, because many weak states do not slip into state failure and violence.23 State weakness is also not necessary for violence, because strong states do occasionally experience violence, albeit at lower rates. Second, state weakness is often an enduring condition, while violence may erupt sporadically or only at a certain point in time. It is difficult to rely on state weakness to explain why violence erupts at particular times.24 Where the state experiences a sudden shock and descends into weakness, the argument may hold, but currently it is difficult to map changes in weakness to episodes of violence.25 As Rotberg puts it:

Research on failed states is insufficiently advanced for precise tipping points to be provided. It is not yet correct to suggest that if GDP falls by X amount in a single year, if rulers dismiss judges, torture reporters, or abuse the human rights of their subjects by X, if soldiers occupy the state houses, or if civilian deaths rise by more than X per year, that the state in question will tip for sure from weak to failing to failed.26

Further work is needed to address just when and how state weakness produces violence.

ETHNIC AND NATIONAL DIFFERENCES
Explanations for violence based on ancient hatreds and immutable identities have been widely criticized in the literature on ethnic and nationalist violence. Yet, while primordial arguments have fallen out of scholarly favor, the view that ethnicity and nationalism play a role in violence

25. See, for instance, the literature that links state crises to revolution by scholars such as Theda Skocpol, States and Social Revolutions: A Comparative Analysis of France, Russia, and China (Cambridge: Cambridge University Press, 1979); and Jeff Goodwin, No Other Way Out: States and Revolutionary Moments, 1945–1991 (Cambridge: Cambridge University Press, 2001).
persists; something about ethnic and national identities seems, to many scholars and observers, to matter in the turn to violence. Several of the authors cited above suggest that ethnicity plays a role in violence, as ethnic fears and violence are activated when the state stops regulating relations between groups. The logic underpinning these arguments is that ethnic groups are prone to fighting, but they are typically constrained by the presence of a strong state.

Others have suggested alternative mechanisms linking ethnicity and nationalism to violence. Some have found that ethnic heterogeneity produces violence, but the finding has come under critique from those who question the measurement used. Ethnic and national differences alone may not produce violence, but where there are exclusionary policies based on these differences, violence may ensue. Cederman and Girardin find that violence is more likely when the ruling ethnic group is a demographic minority. Toft argues that violence occurs when an ethnic group is geographically concentrated and seeks sovereignty. Alternatively, ethnicity and nationalism may simply generate more passion than other kinds of motivations, thus facilitating mobilization and violence.

The sense that ethnic and national differences are linked to violence is fairly intuitive in an age in which ethnic and national cleavages are manifest in many conflicts. But the existing causal logics linking ethnicity and nationalism to violence face three potential challenges. First, existing explanations cannot explain why inter-communal relations are so often peaceful and cooperative; accounts that see ethnic and national differences as prone to prompting fear, resentment, and exclusion tend to over-predict


30. Cederman and Girardin, “Beyond Fractionalization.”


32. Cederman and Girardin, “Beyond Fractionalization.”


the occurrence of violence.\textsuperscript{35} Even where an ethnic group faces discrimination and domination, these conditions do not always produce violence and can be enduring features of the political landscape. Cederman and Girardin, for instance, qualify their finding that violence is more likely where the dominant group is a demographic minority by noting that this increased probability does not mean that all or even most such contexts experience violence. They suggest the need to go beyond their model “by separating those cases that feature actual ethnonationalist escalation from structural situations that are conducive to conflict.”\textsuperscript{36}

A second, related challenge is the inability of many of these arguments to account for temporal variation. Like regime type and geographical features, ethnic heterogeneity, settlement patterns, and historical conditions of inequality and discrimination are often fairly stable over time, and therefore tell us little about when we are likely to see violence begin. The only arguments able to provide predictions about timing are those that see violence following state collapse, but those arguments do not account for ethnic and nationalist violence that occurs when the state is intact.

A third challenge to these arguments can be developed from the literature that sees ethnic and national identities as constructed and malleable.\textsuperscript{37} Accounts that link ethnic and national identities to violence may fail to consider that such identities are not always foremost in people’s minds; people may identify themselves in other ways, and ethnicity and nationalism are not always salient. Ethnicity and nationalism may only become important as a result of conflict, not prior to it. For example, in this volume, Bulutgil investigates the role of ethnicity in producing ethnic cleansing, and argues that ethnic cleavages are not fully exogenous to violence, but are heightened in situations of war and conflict. In addition, Mylonas shows that states often seek to diminish internal ethnic differences by implementing policies of assimilation and accommodation, while enemy states often try to politicize such differences. Studies like these suggest the need to consider how ethnic and national differences come to be emphasized in the first place.

\textbf{STATE AUTHORITARIANISM}

The nature of state rule has been posited to affect the probability of violence in several different ways. First, regime type may matter for violence. Numerous studies have pointed to a relationship between semi-democra-

\textsuperscript{35} James D. Fearon and David D. Laitin, “Explaining Interethnic Cooperation,” \textit{American Political Science Review}, Vol. 90, No. 4 (December 1996), pp. 715–735. They find that ethnic groups very rarely engage in violent conflict.

\textsuperscript{36} Cederman and Girardin, “Beyond Fractionalization,” p. 182.

cies, dubbed “anocracies,” and violence. The logic is that in fully authoritarian regimes, political dissent is stifled, while in democracies, peaceful collective action is possible. It is thus in semi-democratic regimes, those caught between authoritarianism and democracy, that we see the most violence. In anocracies, peaceful collective action may be ineffective or restricted, leaving violence as the only way to demand change. Several large-N studies have shown a correlation between anocracies and civil war violence. A 2008 study, however, has overturned this finding after correcting for problems in the measurement of anocracy used in prior studies; this study suggests that the anocracy finding may be due to the conflation of anocracy with already-existing political violence.

A second possibility is that it may not be the type of regime that affects violence, but specifically its use of repression. There is no existing scholarly consensus on the relationship between repression and violence. State repression may quell violent consent, provoke it, or it may have a non-linear relationship with violence, meaning that violence is likely at intermediate levels of repression.  


A third way that the nature of the state may affect violence stems from the quality of state rule. Particular kinds of states and state leaders may be more prone to using violence against civilians. Additionally, predatory states may provoke violent responses. For instance, states with a ruling elite that has historically dominated particular ethnic groups or classes may invite violent uprisings, a hypothesis that Lawrence and Pearlman consider in this volume. Hechter argues that states that rule directly over different nations within their borders may prompt nationalist rebellion, while indirect rule is more conducive to ruling diverse populations. States themselves may initiate civil violence when it is in their interest to do so. For example, in this volume, Bulutgil and Mylonas demonstrate that state policies toward ethnic groups depend upon the international environment, while Bakke suggests that relationships between elites within a state may affect the adoption of violence. These studies point to the need to consider the nature of the state and the quality of its rule as a variable, rather than a fixed state characteristic. Changes in state behavior, rather than particular classes of states, may better explain episodes of political violence.

ELITE MANIPULATION
A final set of important explanations for violence focuses on the role that elites play in instigating violence. A number of studies have suggested that elites may stir up mass sentiment, serve as first movers, and incite others to act violently. According to Brown, for example, bad leaders are responsible for internal violence. These kinds of explanations raise questions about just why masses are willing to follow elites and engage in violence. Fearon and Laitin consider a number of reasons why masses might be influenced by elite manipulation: masses might have limited access to other sources of information; they might discount elite roles and blame

43. For example, see Steven I. Wilkinson, Votes and Violence; he argues that political parties sometimes seek to instigate riots to gain an electoral advantage. To take another example, in V.P. Gagnon, “Ethnic Nationalism and International Conflict: The Case of Serbia,” International Security, Vol. 19, No. 3 (Winter 1994/1995), pp. 130–166, the author suggests that leaders in Serbia initiated violence to detract attention from other domestic problems.
ethnic and national others; or they might be convinced by elites that there is a security threat.46

Others maintain that elite manipulation cannot be the entire story. Varshney argues that while elites may be motivated by the desire for power, the masses must have good reasons to follow them, particularly when violent action entails risk. “For something to be manipulated by a leader when death, injury, or incarceration is a clear possibility, it must be valued as a good by a critical mass of people.”47 He once again comes back to the power of identity to mobilize, suggesting that elite manipulation can only work in combination with other commitments.

The argument that violence occurs when elites incite it appears capable of providing only a partial explanation for episodes of violence. Scholars have to consider why elite messages resonate, how elites are affected by other actors, and why elites seek to inflame their followers in particular times and places. Elites may continually wish for more power, but they may not always see violence as an effective means to gain it. Elite explanations thus work best in combination with other kinds of explanations.

This section has grouped explanations for violence into four major categories: state weakness, ethnic and national differences, state authoritarianism, and elite manipulation. Each set of explanations contributes toward our overall understanding of the kinds of places likely to see violence, but also raises further questions about how violence works. Drawing on these literatures, the studies in this volume posit new explanations for violence that challenge conventional wisdoms. The next section discusses the substantive contributions this volume makes to understanding violence.

*Understanding Violence: A Balance of Power Approach*

The chapters in this volume draw on empirical evidence from a variety of places and time periods: Northern Ireland, Palestine, the French Empire, Chechnya, Punjab, Eastern Europe, the Balkans, World War I and II, and the break-up of the Ottoman Empire, to name a few. The chapters are also methodologically diverse; our authors use field work, archival research, systematic quantitative tests, and case studies. Additionally, the authors approach the study of violence in analytically different ways; some see violence as a strategic choice made by actors rationally weighing their options; some suggest that violence is carried out by actors with a wide range of motivations and incentives; while others suggest that violence is a byproduct of other conflicts and processes. Surprisingly, despite these diverging approaches, methods, and evidence, there is a good deal of substantive consensus about how violence does and does not work. Specifically, the pieces in this volume challenge the conventional wisdom in the existing literature in three ways.

First, our contributors call into question the relationship between ethnicity, nationalism, and violence. The majority of the chapters deal with violent conflicts that have been defined in ethnic or national terms, meaning that ethnicity or nationality constitutes the main, most visible cleavage in the conflict. Many of the contributions address either the desire of ethnic and national groups for their own nation-states or state decisions to embrace or reject particular minority groups. This focus makes considerable sense for investigations of violence, since the establishment of new national states is a notoriously bloody process.48 Despite the attention paid to conflicts that are explicitly ethnic and nationalist in nature, however, our contributors find little evidence that ethnic and national cleavages play a direct causal role in violence. Polarization along ethnic and national lines may be causally related to conflict in general, but does not explain the adoption of violence in particular.

Second, instead of finding support for explanations that link group-level attributes to violence, our contributors generally find that violence is a function of uncertainty and threat, either from outside the state or within it. For instance, a number of our contributors link states’ decisions to employ violence to regional instability and interstate war.49 For non-state actors, our contributors point to competition and uncertainty among elites at the domestic level as triggers of violence.50 Taken together, these pieces suggest an alternative set of explanations for violence, which might be termed a balance of power approach to political violence. Scholars of the international system have long studied shifts in the international balance of power and the consequences of these for interstate war. The essays in this volume point to the importance that the international and domestic balance of power can have for domestic conflict.

Shifts in the balance of power can create conditions of uncertainty and affect the use of violence by civilians and against civilians. This approach resembles Posen’s “Ethnic Security Dilemma,” because he too considers the balance of power among ethnic groups, but there is an important difference: for Posen, the threat of violence always exists; in times of peace,


49. Bulutgil and Mylonas, for example, find that states seek to ethnically cleanse minority populations when those populations ally with rival states. Jenne argues that regional instability and states’ geostrategic goals can lead to renewed conflict among ethnic groups and their respective kin states, even after ethnic populations have been partitioned. Downes and Cochran suggest that states at war turn to violent strategies against civilians because they fear defeat; they may wish to terrorize civilians and compel surrender in long wars of attrition, or they fear that civilians in conquered lands will turn against them.

50. Specifically, Lawrence and Pearlman suggest that the interactions among non-state actors, and particularly competition among them, produces violence, while Bakke argues that deteriorating relationships among elites leads to violence. Cunningham and Beaulieu find that uncertainty about state responses leads minority groups to abandon peaceful strategies in favor of violence.
groups are just constrained from using violence by the state. The authors here suggest that the demand for ethnic violence is not pre-existing, but emerges endogenously from conflict. Changes in the international climate can affect states’ perceptions of the loyalty of their own citizens, as Mylonas, Bulutgil, and Jenne show. Domestic power shifts among elite actors, such as the emergence of new leaders or the removal or repression of others, can produce uncertainty within groups that challenge the state and lead to the adoption of violence, as Lawrence, Bakke, Cunningham and Beaulieu, and Pearlman suggest. One of the primary conclusions from the authors in this volume is that intrastate political violence is often a function of interstate politics. Interstate and domestic turmoil can disrupt the domestic balance of power and prompt intrastate violence.

This focus on power shifts reflects the authors’ desire to build dynamic theories of violence that account for the eruption of violence at particular points in time. Studying moments at which existing power-holders change and domestic politics are disrupted can also help account for changes in the kinds of strategies actors employ; peaceful strategies make more sense in stable contexts than they do in highly uncertain ones. Additionally, uncertainty may prevent actors from coordinating their actions and lead to a proliferation of both violent and non-violent acts.

The third way that this volume challenges the conventional wisdom is by disputing the effectiveness of violence. As Stephan and Chenoweth note, scholarly theories often implicitly assume that the most effective means of waging political struggle entail violence. Kydd and Walter explicitly state that if actors choose to attack, “it must be because this improves their welfare.” The effectiveness of violence is often seen as a potential cause of violence; actors make estimates about how well violence will work in attaining their goals before adopting it. Yet the effectiveness of violence is a separate research question that cannot be assumed solely from observing actors’ use of it.


52. For example, Downes and Cochran provide reasons to be skeptical that attacking civilians helps states win wars. While they find that states who victimize civilians win at higher rates than those that do not, they point to other evidence that undermines the hypothesis and suggests that the effectiveness of civilian targeting is limited. Jenne argues that the violent policy of displacing and partitioning ethnic groups does little to prevent future conflict. Pearlman shows that Palestinians employed violence even when it was ineffective, and Chenoweth and Stephan lay out some potential advantages of peaceful strategies.


Our study thus calls into question the argument that perceptions of the efficacy of violence contribute to its adoption. When violent strategies are sub-optimal, and other strategies would work better, there must be other reasons why actors embrace violence, unless we are to assume that actors typically misperceive the effectiveness of violence. Violence is often described as costly (and therefore a sign of strong commitment), but it may be that other kinds of coercive strategies are even more costly. Non-violent protest, for example, may require resources that violent strategies do not. Actors may therefore turn to violence not out of effectiveness, but because they lack such support.

Understanding the effectiveness of particular uses of violence requires thinking through the relative effectiveness of alternatives. Actors can use a variety of methods to coerce their opponents, including both non-violent and violent methods. This volume thus suggests again the necessity of comparing different kinds of strategies, rather than conceptualizing violence as dichotomous. Theorizing violence as a choice to use violence or do nothing distorts both the ways that actors come to use violence and our understanding of how well violence works.

Organization of the Book

This volume is organized into two parts. Both parts consider the causes and effectiveness of violence. Part I studies state violence. The chapters in this section probe the use of violence against civilians; many of the chapters consider how states manage minority groups within their own borders. Part II investigates the use of violence by non-state actors. The chapters in this section largely focus on groups and organizations seeking greater autonomy; separatism and nationalism are a primary motivation for many of the non-state actors considered.

In Chapter 2, Alexander B. Downes and Kathryn McNabb Cochran examine the efficacy of state violence against civilians in the context of interstate war. Downes and Cochran take on a controversial and provocative topic—whether inflicting mass civilian casualties helps states win wars. Downes and Cochran find that states that inflict civilian casualties are more likely to be victorious. This correlation does not necessarily imply causation, however, and they argue that civilian victimization is often an outcome of victory rather than a cause.

In Chapters 3–5, H. Zeynep Bulutgil, Harris Mylonas, and Erin K. Jenne look closely at the micro-dynamics of state violence against civilians. Each of these chapters investigates state policies toward minorities by carefully examining ethnic dynamics in a particular region: the Balkans and Eastern Europe. In Chapter 3, Bulutgil argues that ethnic cleavages are not the main causes of state policies of ethnic cleansing, but rather that interstate relations determine how states will react to various ethnicities within their territories. Specifically, Bulutgil contends that ethnic cleans-

ing is most likely to occur when interstate relations break down. She uses historical evidence to develop a theory that accounts for the rarity of ethnic cleansing in history.

In Chapter 4, Mylonas examines more peaceable alternatives to ethnic cleansing, and argues that states typically accommodate or assimilate minority groups. Using archival research, Mylonas concludes that a state’s nation-building policy toward non-core groups is driven by both its foreign policy goals and its relations with other states. Exclusionary policies are therefore driven by geostrategic factors.

In Chapter 5, Jenne asks whether population transfers and the subsequent partitioning of ethnically different populations produces peaceful relationships between groups emerging from civil conflict. Jenne’s findings echo those of Bulutgil and Mylonas: ethnic partition is not a determinant of stability; rather, ethnic conflict recurs when alignments between states and ethnic groups in other states shift due to geostrategic developments. Jenne’s work calls into question the validity of partition theory, and suggests that interstate relations are most important in preventing recurring conflict.

In Chapter 6, Adria Lawrence considers whether violence should be understood as a degree of conflict or a specific form of conflict. Drawing on cases from the French Empire, she examines the claim that violence grows out of unresolved conflict and argues against the view that nationalist violence is a last resort against repressive occupying forces. She suggests instead that violence arises from competitive dynamics within nationalist movements.

Kathleen Gallagher Cunningham and Emily Beaulieu evaluate the effects of uncertainty on non-violent and violent protest in Chapter 7. Using empirical data on minority protests in Europe, Cunningham and Beaulieu argue that states send mixed signals to protestors by inconsistently applying repression and accommodation. Such mixed signals intensify uncertainty among protestors, who are likelier to take greater risks and adopt violence as a protest strategy in response to uncertainty about the state’s resolve.

In Chapter 8, Wendy Pearlman explores the use of violent and non-violent action in the context of Arab anti-occupation activity in Palestine. She argues that the Palestinian case demonstrates a feature common to many movements: actors are rarely unitary, but are made up of entities that often fail to act in concert with one another. She critiques the unitary actor assumption that characterizes many studies of violent action.

In Chapter 9, Kristin M. Bakke explains the onset of violence by comparing center-periphery relationships in federal states. Specifically, Bakke argues that the outbreak of violence is a response to souring relations between central and regional politicians. In this respect, Bakke addresses the timing and location of violence.

Taken together, Chapters 6 through 9 assert that violence often arises out of conditions of uncertainty and political competition among actors struggling for power within their states. Conflicts are often not unitary, and involve major factions who pursue their own interests. Intra-ethnic
conflict is ubiquitous even in conflicts that are explicitly inter-ethnic. Like the authors in Part I, these studies suggest that the balance of power among actors, rather than ethnic antagonisms, matters for the eruption of violence.

The volume concludes with a chapter by Erica Chenoweth and Maria J. Stephan, which lays out a research agenda for future work. Chenoweth and Stephan question the utility of violence in the context of resistance campaigns. They argue that non-violent resistance is often more effective than violent resistance in obtaining strategic goals because non-violent campaigns are better able to galvanize mass participation, which provides multiple strategic advantages throughout the course of the conflict. They identify a number of hypotheses that call into question the utility of violence for non-state actors.

Conclusion

The way we think about violence matters for the kinds of explanations we build and the kinds of policies that we recommend to contain it. This volume advocates three critical ways of rethinking violence to advance our understanding of the causes and consequences of political violence. First, rather than conceptualizing violence as dichotomous, either present or absent, we point to the need to unpack the concept and consider the variety of actions that are all too often subsumed under “0” or “1” categorizations of violence. In so doing, we can develop better explanations for why we see particular kinds of opposition. Moreover, by considering both peaceful and violent strategies in the same analytic field, we can better understand the conditions that make non-violence appealing and provide policymakers with ways to encourage non-violent over violent opposition.

Second, we highlight the importance of considering the dynamic nature of violent action: its eruption at particular moments in time. By thinking through the temporal variation in violence, we move closer to developing theories of the proximate causes of violence. A focus on the triggers of violence rather than the broad structural factors that make some places more susceptible to violence is helpful not only because it moves us closer to uncovering the factors that prompt particular forms of violent and non-violent action, but also because proximate causes may be easier to for policymakers to recognize and address. It is very difficult to act upon structural factors such as poverty and state weakness, which are sadly ubiquitous in much of the world. A better understanding of how violence emerges over time may suggest recognizable trigger points that serve as warnings of imminent violence.

Finally, the works in this volume stress once more the importance of considering multiple levels of analysis when exploring the causes and effects of violence and its alternatives. Our authors find that interstate relations have major consequences for intrastate stability. Thus we point
to linkages between work in comparative politics and international relations, and advocate considering the interaction between domestic and international conditions in predicting and preventing political violence.
Part I
Rethinking State Violence
War, as Clausewitz argued long ago, is an act of violence in which actors attempt to impose their will on each other. Although Clausewitz depicted war as a duel on a larger scale that is most frequently won when one side or the other captures the enemy’s capital or destroys its army in battle, the impact of war is rarely confined to the military sphere. Civilians sometimes suffer in wartime even when combatants do not intend to harm them. Epidemics of typhus and cholera have often followed in the wake of marching armies, and civilians fleeing from the battle area are subject to hunger and privation. Moreover, in many cases munitions meant for enemy combatants hit civilians instead, resulting in what we now euphemistically call “collateral damage.” Finally, in certain instances belligerents set their sights on civilians on purpose, targeting them as a means to achieving their military or political goals in the war.

Unfortunately, this third type of violence against noncombatants is not uncommon. Various studies have found that states adopt strategies that target civilians or inflict mass killing on noncombatants (50,000 or more dead) in one-fifth to one-third of all wars.\(^1\) Despite a fruitful literature that has arisen in the last decade to explain the causes of civilian targeting, the effectiveness of civilian victimization for achieving belligerents’ war objectives remains an open question. Much of this new literature on the

---

causes of civilian victimization suggests that war participants implement these strategies because they believe that targeting civilians will help them accomplish their military or political goals. In some wars, for instance, national leaders adopt strategies of civilian victimization because they believe that targeting civilians will terrorize the enemy population into pressuring its government to concede. In other wars, leaders target civilians to enhance the likelihood of military victory by preventing the emergence of fifth columns that could aid their enemy on the battlefield. The logic of civilian victimization is different for each type of war, but each type of logic assumes that belligerents make a strategic choice to target civilians because leaders believe that doing so increases the likelihood that they will achieve their objectives. This begs the question: does killing civilians enable leaders to achieve their wartime goals? Is targeting noncombatants an effective military strategy?

The answer to this question is both policy-relevant and normatively important. Although war is never something to be undertaken lightly, and it has many other ill effects besides killing civilians, the death and destruction visited upon noncombatants is one of the worst consequences of armed conflict. Efforts to minimize the harm inflicted on non-participants in armed conflict have a long (if not always successful) pedigree, dating back to the Peace of God in the tenth century and culminating in today’s formal international treaties. Furthermore, modern public opinion—not just in the United States, but in many countries around the world—opposes the targeting of civilians, and agrees that belligerents should go to great lengths to protect noncombatants from harm. If civilian victimization rarely delivers tangible benefits in wartime, then there is not a conflict between strategy and morality because doing the morally correct thing—that is, avoiding harm to noncombatants—is also the strategically wise course of action. The “problem of dirty hands”—in which political leaders engage in immoral activity (such as torture) to prevent an even greater


evil (like a terrorist attack)—assumes that the immoral act can successfully stop the evil from occurring. If it cannot, then the problem of dirty hands washes away because dirtying them serves no purpose. Research that demonstrates the failure of civilian victimization to achieve military or political objectives could possibly persuade leaders who target civilians to forgo this strategy.

If, on the other hand, killing civilians is a war-winning strategy, the situation is far more difficult because morality and efficacy conflict. Even statesmen who would like to do the morally right thing and leave civilians alone will have incentives to target them because doing so increases the likelihood of victory. Killing noncombatants might also further other goals that leaders have, such as reducing their own military losses or making territorial gains. The task for opponents of civilian victimization would similarly be harder: to convince leaders to abandon this strategy despite its military effectiveness. Scholars would need to focus their attention on why civilian victimization has not been even more common historically given its war-winning potential. Manipulating these factors might give policymakers better tools to convince warring states to eschew this strategy even if it is effective militarily.

The goal of this chapter is to explore whether civilian victimization in war helps or hinders the achievement of wartime objectives. We focus specifically on the impact that civilian targeting has on the likelihood of victory. We therefore define effectiveness as achieving a positive outcome in the war. A second goal of the paper is to propose and investigate hypotheses regarding the conditions under which targeting noncombatants might be more or less effective. Effectiveness may vary depending on the type of war in which these strategies are employed. One might expect, for example, that a strategy of targeting civilians would be relatively ineffective in protracted wars of attrition when both sides are fully mobilized, compared to wars intended to conquer and annex a slice of an adversary’s territory. Effectiveness may also vary according to target characteristics such as regime type and state size. We use ordinal logit models to estimate the effect of civilian victimization on interstate war outcomes (win, lose, or draw) between 1816 and 2003. We follow up the statistical analysis by examining cases of civilian victimization to determine whether the correlations identified are in fact causal.

Our statistical analysis produces several interesting results. First, in the aggregate, and controlling for other determinants of victory in war,

5. Other potential indicators of effectiveness that could be investigated include whether civilian victimization lowers a state’s military casualties relative to those of its adversary (its loss-exchange ratio) or its civilian fatalities, or leads to shorter wars.
such as initiation, regime type, and relative capabilities, states that inflict civilian victimization on their opponents are significantly more likely to win the wars they fight. This positive correlation persists in both wars of attrition and wars of territorial annexation. Second, civilian victimization appears to have become much less effective as time has passed. In the more distant past, targeting civilians may have produced results, but in more recent times civilian victimization has not contributed to victory. Third, smaller states are more vulnerable to civilian victimization, as they are more likely to lose wars when their opponent employs a strategy of civilian targeting. Finally, contrary to expectations, civilian victimization does not work better against democracies.

A preliminary examination of the cases, however, suggests that the effect of civilian victimization on war outcomes is more ambiguous. In wars of territorial annexation, for example, we argue that inferring that civilian victimization is a cause of victory may be problematic because states have to be “winning”—advancing and taking enemy territory—in order to target civilians. In wars of attrition, on the other hand, an examination of the cases strongly suggests that civilian victimization is effective only against small targets in particular campaigns—such as sieges of cities—already facing dire military circumstances. When employed against entire states from the outside-in, the strategy appears to have a poor record. Despite the statistical finding, in other words, case evidence indicates that the relationship between civilian victimization and victory is endogenous (in the case of territorial annexation) or contingent upon the effect of another variable (in wars of attrition).

The chapter unfolds as follows. In the first two sections, we survey the literature on the effect of civilian victimization on war outcomes. Much of the literature posits an unconditional effect: civilian victimization is uniformly effective or ineffective. Some studies, however, suggest that civilian victimization is more effective in some circumstances than others, and thus we also develop hypotheses regarding conditional effects. In the third section, we describe the data, variables, and methods used, while in the fourth section we present the results of the analysis. The fifth section then takes a closer look at the data to investigate the causal effect of civilian victimization on war outcomes. We conclude by summarizing our findings and offering some suggestions for further research.

Targeting Civilians To Win Or To Lose? Unconditional Arguments

Few studies attempt to evaluate systematically the effectiveness for winning wars—or otherwise achieving belligerents’ objectives—of military strategies that target and kill noncombatants. Although large-scale violence against civilians occurs frequently, our knowledge about how well it

7. Throughout this paper, we use the terms “civilian” and “noncombatant” interchangeably to indicate individuals who “do not participate in armed conflict by fighting, carrying weapons, serving in the uniformly military or security services, or building weapons.” Downes, Targeting Civilians in War, p. 14.
works tends to be compartmentalized into observations about particular wars or types of military campaigns (strategic bombing, counterinsurgency, etc.). Although military and political leaders have often maintained that civilian victimization works, the scholarly literature almost unanimously argues otherwise.

TARGETING CIVILIANS: IT WORKS
A glance at a few historical cases reveals that policymakers and military officers have frequently argued that targeting civilians can achieve important wartime objectives. British leaders during the Second Anglo-Boer War (1899–1902) certainly subscribed to this view. Lord Frederick Roberts, the British commander, justified his practice of retaliating for insurgent attacks on British lines of communication by burning nearby Boer farms with the comment, “The more difficulty the people experience about food … the sooner the war will be ended.” Prime Minister Lord Salisbury approved of his military commander’s policy, writing, “You will not conquer these people until you have starved them out.”8 Early airpower theorists also believed that targeting noncombatants could end wars quickly with less overall suffering. As Giulio Douhet put it in his book Command of the Air, “A complete breakdown of the social structure cannot but take place in a country subjected to this kind of merciless pounding from the air. The time would soon come when, to put an end to horror and suffering, the people themselves, driven by the instinct of self-preservation, would rise up and demand an end to the war.”9 Former British Prime Minister Stanley Baldwin argued in 1932 that punishment bombing would be the key to victory in future wars: “the bomber will always get through. The only defense is in offense, which means that you have to kill more women and children more quickly than the enemy if you want to save yourselves.”10 During World War II, President Franklin D. Roosevelt viewed the British destruction of Hamburg in July 1943 as “an impressive demonstration’ of what America might achieve against Japan,” and believed that firebombing could shorten the war in the Pacific.11 These statements suggest the following hypothesis:

11. Michael S. Sherry, The Rise of American Airpower: The Creation of Armageddon (New Haven, Conn.: Yale University Press, 1987), pp. 102, 156. Some historians have suggested that civilian victimization can contribute to victory indirectly by forcing a target state to transfer scarce resources away from combat to population defense, thereby weakening its overall war effort. One possible case of this phenomenon was the bombing of Germany in World War II. See Richard Overy, The Air War, 1939–1945 (New York: Stein and Day, 1980), p. 123.
• Hypothesis 1: States that employ civilian victimization are more likely to prevail in war.

TARGETING CIVILIANS: IT’S FUTILE

Contrary to the beliefs of these political and military officials, most social scientists have found little support for the view that punishing civilians leads to victory.12 The case against the efficacy of targeting civilians has been made most powerfully and systematically by Robert Pape in his work on strategic bombing.13 In Bombing to Win, Pape argues that modern nation-states hardly ever make significant concessions in response to bombing campaigns directed at noncombatants. According to Pape, the reason that such punishment strategies fail is that “states involved in coercive disputes are often willing to accept high costs” and that making substantial concessions offends the nationalism of a state’s population.14 Since most coercive disputes that escalate to war are about important issues of national interest, nationalism makes it unlikely that states will forfeit the issue or object being contested. Moreover, Pape contends, “conventional munitions can inflict only limited damage on civilians” and “modern states can minimize their vulnerability to counter-civilian attacks by defense, evacuation of threatened areas, and rapid adjustment to economic dislocations.”15 In short, modern states are resistant to coercion by punishment owing to nationalism, on the one hand, and because the combination of strong bureaucratic state structures and the size and wealth of states allows them to lower their vulnerability to punishment by building shelters, evacuating cities, rationing food, substituting one good for another, or cultivating more land to increase food production.16

Even the use of atomic weapons against Japan in 1945, according to Pape, was not the decisive factor causing Japan’s capitulation; he credits the U.S. naval blockade, which crippled Japanese industry, and the Soviet invasion of Manchuria, which he argues invalidated Japan’s military strategy for defending the home islands.17 Similarly, the severe aerial bludgeoning inflicted upon Germany between 1942 and 1945 by British Bomber Command (with help from the U.S. Eighth and Fifteenth Air Forces),

13. Ironically, Pape is also one of the few scholars to argue that civilian victimization—in the form of suicide terrorism—can be effective. See Robert A. Pape, Dying to Win: The Strategic Logic of Suicide Terrorism (New York: Random House, 2005).
15. Ibid., pp. 22, 23.
16. See also Mancur Olson, The Economics of the Wartime Shortage: A History of British Food Supplies in the Napoleonic War and in World Wars I and II (Durham, N.C.: Duke University Press, 1963). Reinforcing the stubbornness of states is the possibility that leaders who make concessions to adversaries could face removal or punishment after the fact by their constituents.
resulting in about 300,000 fatalities, did not persuade Hitler or the German people to end the war short of utter conquest and devastation. If punishment of this order of magnitude is incapable of convincing state leaders to capitulate, Pape concludes, then punishment has little potential as a tool of coercion in war.\(^{18}\)

Further support for the failure of civilian victimization may be found in work on asymmetric conflict, counterinsurgency, and terrorism. In Ivan Arreguín-Toft’s study of asymmetric conflict outcomes, for example, he argues that when strong actors use an “indirect” strategy, such as strategic bombing, against a weaker adversary deploying a conventional defense, strong actors are more likely to lose because indirect strategies “tend to backfire, stimulating precisely the sort of resolve they aim to break.” Strategic bombing and blockade also work relatively slowly (to the extent that they work at all) and strategies that take longer to work leave strong actors vulnerable to the growth of domestic opposition to the war.\(^ {19}\) Similarly, William Polk argues in the context of counterinsurgency that state brutality simply provides the rebels with more recruits, making the problem worse instead of better. The reason is that “the more brutal they [government forces] are in suppressing the general population, the more recruits the fighters gain, because in every instance in which a single combatant or even an innocent bystander is arrested, detained, wounded, or killed, a dozen of his relatives and friends are outraged.”\(^ {20}\) Finally, a recent study of the effectiveness of terrorism finds that terrorist organizations that strike civilians hardly ever obtain concessions from target states. The reason is that attacking civilians communicates that groups have unlimited aims, such as the destruction of the dominant group in the state or the state itself, which in turn stiffens governments’ resolve to resist terrorists’ demands.\(^ {21}\) In sum, this literature suggests a competing hypothesis.

- **Hypothesis 2**: States that employ civilian victimization are not more likely—and may be less likely—to prevail in war.

---


Targeting Civilians To Win Or To Lose? It Depends

The effectiveness of civilian victimization could vary depending on the circumstances in which it is employed or on attributes of the target state. Potentially most important is the type of war in which civilian victimization is implemented. The interstate wars that we examine in this paper, for example, are almost all conventional in nature: conflicts fought between two or more belligerents, usually with uniformed military personnel, and with clear front lines separating territory controlled by the various parties to the conflict. Upon closer examination, this category encompasses two different types of wars, and the strategies of civilian victimization employed in these conflicts take different forms and are implemented in pursuit of different goals. The first category consists of conventional wars of attrition, conflicts that resemble sieges on a larger scale: the front lines tend to be static or slow to move, fighting is conducted from trenches, and firepower dominates movement. The prototypical example is World War I on the Western Front. Civilian victimization in these wars is used to coerce the adversary to concede the issue in dispute. The second category, by contrast, comprises those cases in which at least one belligerent intends to conquer and annex enemy territory to its own state. States in this situation utilize civilian victimization to secure their grip on the territory, which typically involves violence against civilians sharing the ethnicity or nationality of the enemy. Recent examples include the wars in Croatia and Bosnia and the conflict between Armenia and Azerbaijan over Nagorno-Karabakh. Attributes of the target state—such as the size of its population or its regime type—might also matter, as might the historical epoch in which civilian victimization occurs. We develop these conditional hypotheses below.

Wars of Attrition versus Wars to Annex Territory

Research on civilian victimization in conventional wars suggests that this strategy may be more effective in certain kinds of conflicts. In costly and protracted wars of attrition, states target an adversary’s noncombatants when they become desperate to win or to limit their own battle casualties. In what Pape refers to as a punishment strategy, states attack the enemy’s civilian population in the hope that the costs to its society will...
induce the enemy regime to renounce its war aims, or alternatively that the suffering meted out to noncombatants will cause them to rise up and demand an end to the war.\textsuperscript{25} In wars of attrition, however, both sides are likely to be highly resolved. In these conflicts, states have experienced the initial costs of combat and chosen to continue fighting rather than negotiate a settlement. Civilian victimization thus tends to occur only in the most demanding set of circumstances, when the adversary is most primed to resist. Indeed, studies of coercion consistently find that coercion of any kind rarely succeeds.\textsuperscript{26} A major reason for this lack of success is that the process of escalation to war—and then escalation in war—weeds out the unresolved types and leaves only those that care deeply about the outcome, and are willing to suffer significant costs to achieve their aims. This observation suggests our first conditional hypothesis.

- **Hypothesis 3**: States that employ civilian victimization in wars of attrition are not more likely to prevail.

A second circumstance in which states victimize noncombatants is when they intend to seize and annex territory from a neighboring state.\textsuperscript{27} These annexation cases are invariably conventional wars, but violence against civilians perpetrated in such conflicts is not usually intended to lower their morale. Rather, states target civilians—namely those who share the ethnicity, nationality, or political sympathies of the adversary—to eliminate them from the territory they wish to seize, thereby removing an actual or potential fifth column and reducing the risk of future resistance to their rule.\textsuperscript{28} In the First Balkan War (1912–1913), for example, Bulgaria, Serbia, and Greece attacked the Ottoman Empire’s remaining European territories and cleansed Turkish Muslims to facilitate their annexation of these lands. When the victors then fell to quarreling over the spoils, ethnic Bulgarians were evicted as the Serb and Greek armies defeated the Bulgarian Army and seized tracts of Bulgarian-inhabited land.\textsuperscript{29} Moreover, it appears that civilian victimization as a tool of territorial expansion and consolidation has been successful in a good share of cases. The Balkan

\textsuperscript{25} Pape, *Bombing to Win*, p. 59; and Downes, *Targeting Civilians in War*, pp. 4, 30, 84–86.


\textsuperscript{27} Downes, “Desperate Times, Desperate Measures”; “Restraint or Propellant?” and *Targeting Civilians in War*.

\textsuperscript{28} This implies that an additional metric for “success” in annexation cases is whether ethnic cleansing in fact leads to lower rates of rebellion or war-recurrence. We intend to pursue this question in future research.

states’ expansion at the expense of the Ottoman Empire in 1912–1913, for instance, was a great success because the Ottomans were weak and no Great Powers were willing to come to their rescue. Other examples include Israel’s seizure of Arab land and expulsion of its inhabitants in the War of Independence, which eliminated the main threat to the viability of a Jewish state, and Turkey’s intervention in Cyprus in 1974, which carved out a Turkish enclave in the northern part of the island by ejecting 200,000 Greek Cypriots from their homes. This leads to the following hypothesis about the effectiveness of civilian victimization in wars of territorial annexation.

- **Hypothesis 4**: States that employ civilian victimization in wars to seize and annex territory are more likely to prevail.

**TARGET SIZE**

Much of the evidence for the ineffectiveness of civilian victimization in coercive wars stems from the resilience of the modern nation-state. Pape, as noted above, argues that modern states can reduce their vulnerability to punishment by, for example, constructing bomb shelters, evacuating citizens from targeted areas, or providing emergency economic relief to those affected. In addition, these states are willing and able to tolerate high costs to achieve important goals. Targets of coercion, however, have not always been so resilient, and this helps explain why punishment in earlier historical epochs appears to have been more successful than in the age of nation-states.

Coercion by starvation or bombardment in ancient, medieval, and early modern siege warfare, for example, was often effective because the targets were towns or cities, not countries. Cities are simply smaller, more vulnerable, and less resistant targets than states. The inhabitants of cities or towns typically do not raise or produce their own food, but rather rely on the surrounding countryside to provide them with sustenance. Townspeople can easily be cut off from this source of supply by even relatively small armies surrounding their town. Cities may also be separated from their hinterlands by walls of circumvallation, which prevent the inhabitants from sortieing out to forage. Furthermore, an army encamped outside of a town may consume or destroy all the available foodstuffs in the area, making such sorties pointless. Moreover, the small size of cities compared to states enables the whole town to be struck easily by artillery and vulnerable to fire, and thus more susceptible to damage and civilian casualties from bombing. Finally, cities are densely populated, which allows disease to spread quickly with devastating consequences. When belligerents have been able to surround population centers in modern wars, starvation and bombardment have often produced results, as in the Siege of Vicksburg in the U.S. Civil War, and the Siege of Paris in the Franco-Prussian War.

Although we are limited by the temporal span of our data to wars of the last two centuries, the foregoing discussion implies that civilian victimization might be more effective against small states and states with
small populations because they have fewer resources to mitigate the effects of civilian suffering.

- **Hypothesis 5**: The smaller the geographic area or population of the target, the more likely that civilian victimization will contribute to victory.

**CHANGE OVER TIME**

This discussion also implies that civilian victimization may have become less effective in more recent wars. There are several potential arguments to support this hypothesis. As discussed above, the emergence of the modern state and the advent of nationalism have rendered states exceptionally cohesive and relatively resistant to punishment. States are almost always larger and more resilient targets than towns or cities. Sieges are nowadays more likely to be conducted against entire countries rather than individual cities. One might expect, then, that civilian victimization in the era of modern states—roughly after 1648, but even more so after the French Revolution—is less likely to deliver results than in previous eras.

- **Hypothesis 6**: Civilian victimization in war should decrease in effectiveness over time.

**TARGET REGIME TYPE**

Finally, the regime type of the target may also influence the effectiveness of civilian victimization. Because citizens have a say in governance in democracies, and obviously prefer not to be killed by enemy attacks, civilian victimization should be more effective when the target is a democracy than when it is an autocracy. As Pape has written in the context of suicide terrorism, “Domestic critics and international rivals, as well as terrorists, often view democracies as ‘soft,’ usually on the grounds that their publics have low thresholds of cost tolerance and high ability to affect state policy.”30 Some dictatorial opponents of democracies have held this view, notably Saddam Hussein when he argued before the First Persian Gulf War that the United States could not stomach ten thousand dead in one battle. A variety of commentators have argued that advanced industrial democracies have entered an age of “post-heroic warfare” in which the highest priority of military operations is to minimize casualties among one’s troops.31 If democracies are averse to casualties among their armed forces, it follows that deaths among the civilian population would be even more unpopular. Indeed, some democracies have believed this about themselves. The British Air Staff, for example, argued in 1937 that Britain was at a disadvantage if a war against Nazi Germany devolved into a

---

counter-city slugging match because “a military dictatorship is likely to be less susceptible to popular outcry than a democratic Government. It is, consequently, unsafe to assume that ... [Britain and France] will be able, by attacking the morale of the German people, to produce an effect in any way comparable with that which would result from German air attack against our own.”

This logic leads to our final conditional hypothesis:

- **Hypothesis 7**: If the target state is a democracy, civilian victimization is more likely to contribute to victory.

**Evaluating The Effectiveness Of Civilian Targeting: Data, Variables, And Method**

In this chapter, we propose a simple metric for evaluating the effectiveness of civilian victimization: war outcome. If targeting noncombatants is as ineffective as the majority view in the literature believes, then civilian victimization or large numbers of civilian casualties should be uncorrelated (or negatively correlated) with victory for the state that inflicts these casualties. War outcome is an imperfect measure, of course, and finding a correlation between civilian victimization and winning or losing is not the same as finding that targeting civilians caused the outcome. Statistical analysis is merely the starting point for more in-depth investigation. The basic question of the association between civilian victimization and war outcome is still unknown, and thus discovering the nature of that association is worthwhile. We measure war outcomes using a trichotomous indicator: losses are coded as zero, draws as one, and wins as two. Our analysis includes the war outcomes for the major combatants for all interstate wars between 1816 and 2003.

We employ two types of statistical tests to assess the effectiveness of targeting civilians in war. First, we use simple cross-tabulations to com-


33. The list of interstate wars is taken from Correlates of War Interstate War Data, 1816–1997, version 3, http://correlatesofwar.org. The dataset has been modified to update it through the 2003 Iraq War and several multi-phase wars (World Wars I and II, for example) have been divided into separate conflicts. For detailed descriptions of these and other changes, see Dan Reiter and Allan C. Stam, *Democracies at War* (Princeton, N.J.: Princeton University Press, 2002), pp. 38–39; Downes, “Desperate Times, Desperate Measures,” pp. 193–194; and Downes, *Targeting Civilians in War*, pp. 57–58. COW defines interstate wars as armed conflicts between two or more recognized states that exceeded 1,000 total battle deaths. Data on war outcomes are taken from the Correlates of War Project, supplemented in some cases by Reiter and Stam’s codings from *Democracies at War* as well as our own judgments for some recent conflicts. In several wars, COW includes many states that made only minor contributions to the conflict. Our judgment is that such minor allies rarely possess independent decision-making ability on military strategy. To avoid counting such non-entities as “winners” or “losers” when they hardly participated in the conflict, we drop them from the analysis. Doing so does not affect our core results.
pare war outcomes for combatants that employed strategies of civilian victimization and those that did not. Combatants are considered to have used civilian targeting if they adopted a military strategy that targeted civilians on purpose or if they used force so indiscriminately that tens of thousands of civilians died. In order to assess whether the effect of civilian victimization is conditional on the type of war being fought, we created dummy variables for wars of attrition and wars of territorial annexation and compared the cross-tabulations of civilian targeting and war outcome for each type of war. Wars of attrition are defined as “conflicts generally lacking in maneuver or movement, which are instead dominated by linear, static, or trench operations.” Wars of territorial annexation consist of wars in which at least one belligerent went to war intending to annex some or all of an opponent’s territory.

In our second set of statistical tests, we attempt to isolate the effect of civilian victimization while controlling for other determinants of victory using ordered logit analysis with our war outcome variable as the dependent variable of interest. Our key explanatory variable is the civilian targeting variable discussed above, although we also look at two other indicators of civilian victimization. Mass Killing is a dummy variable coded one when a state killed more than 50,000 noncombatants. The variable civilian fatalities consists of the log of the total number of civilians killed by each state during the war. Owing to spotty data availability, analyses using civilian fatalities exclude nineteenth-century wars. In order to assess the conditional hypotheses, we interact civilian targeting with the two war-type dummy variables discussed above, the log of the enemy’s population, a year-counter variable to measure the passing of time, and two measures of the adversary’s regime type: a dichotomous variable indicating whether the enemy was a democracy, and the Polity score of the enemy’s regime. In addition to our explanatory variables and interactive terms, we control for several other factors identified by previous research that influence war outcomes: relative material capabilities, the regime type of the state, whether the state initiated the conflict, an interactive term for

34. This variable is described in detail in Downes, Targeting Civilians in War, pp. 14–21; for a list of cases, see ibid., pp. 45–47. It consists of artillery or aerial bombardment of urban areas, as employed in World War II, for example; starvation blockades and sieges, such as the blockade of the Central Powers in World War I, and counterinsurgency or cleansing campaigns that kill civilians intentionally or treat noncombatants in ways that will foreseeably result in serious mortality among them.

35. Downes, “Restraint or Propellant?” p. 884.

36. On mass killing, see Valentino, Final Solutions, and Valentino, Huth, and Balch-Lindsay, “‘Draining the Sea’.” On civilian fatalities, see Downes, “Restraint or Propellant?” and Targeting Civilians in War. We also use a variable for intentional civilian casualties: the number of civilians killed during a campaign of civilian targeting. This is similar to the measure employed in Valentino, Huth, and Croco, “Covenants without the Sword.”

37. The year-counter variable starts in the year of the first war in the dataset (1823) and thus captures the number of years that have passed since that time.
regime type and war initiator, and a dummy variable for conflicts occurring after 1945.\textsuperscript{38}

**Statistical Results**

**UNCONDITIONAL HYPOTHESES**

We begin by discussing the unconditional effect of civilian targeting on war outcomes. On average, does targeting civilians pay? Table 2.1 shows a bivariate cross-tabulation of civilian targeting in all wars and our trichotomous war outcome variable: win, lose, or draw. The table yields a surprising result: states that employ civilian targeting as a war strategy are significantly more likely to win. According to Table 2.1, states that targeted noncombatants won 62 percent of the wars they fought, compared to 41 percent of states that did not target civilians. In addition, states that targeted civilians were about half as likely to lose as states that left civilians alone, while there is not much difference in the percentage of draws (13 versus 12 percent, respectively). The bivariate evidence thus suggests that targeting civilians increases the likelihood of victory and reduces the probability of defeat.

Table 2.1. Cross Tabulation of Civilian Targeting and Interstate War Outcomes, 1816–2003.

<table>
<thead>
<tr>
<th>Civilian Targeting</th>
<th>War Outcome</th>
<th>Yes</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Win</td>
<td>33</td>
<td>80</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td></td>
<td>62.3%</td>
<td>41.0%</td>
<td>45.6%</td>
<td></td>
</tr>
<tr>
<td>Draw</td>
<td>7</td>
<td>23</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13.2%</td>
<td>11.8%</td>
<td>12.1%</td>
<td></td>
</tr>
<tr>
<td>Lose</td>
<td>13</td>
<td>92</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.5%</td>
<td>47.2%</td>
<td>42.3%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>53</td>
<td>195</td>
<td>248</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Pearson Chi\textsuperscript{2}(2) = 9.244  p = 0.010

The results of the ordinal logit analysis support this conclusion. As shown in Table 2.2, civilian targeting, mass killing, and the number of civilian fatalities are each positively associated with winning, even after controlling for other determinants of victory. Civilian targeting and the number of civilian fatalities are statistically significant and substantively important. Figure 2.1 shows the changes in states’ probability of victory associated with changes in the values of different independent variables.39

### Table 2.2. Ordinal Logit Estimates of Civilian Victimization and Interstate War Outcomes (Lose, Draw, Win): Unconditional Hypotheses.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Civilian Targeting</td>
<td>0.78***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(0.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass Killing</td>
<td>-</td>
<td>0.47</td>
<td>-</td>
</tr>
<tr>
<td>(0.50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Casualties (Log)</td>
<td>-</td>
<td>-</td>
<td>0.37***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.10)</td>
</tr>
<tr>
<td>Material Capabilities</td>
<td>1.81***</td>
<td>1.81***</td>
<td>1.53*</td>
</tr>
<tr>
<td>(0.60)</td>
<td>(0.58)</td>
<td>(0.78)</td>
<td></td>
</tr>
<tr>
<td>Democracy (Dummy)</td>
<td>1.19*</td>
<td>1.20*</td>
<td>1.21*</td>
</tr>
<tr>
<td>(0.68)</td>
<td>(0.71)</td>
<td>(0.66)</td>
<td></td>
</tr>
<tr>
<td>War Initiator</td>
<td>0.64</td>
<td>0.65</td>
<td>0.62</td>
</tr>
<tr>
<td>(0.44)</td>
<td>(0.43)</td>
<td>(0.56)</td>
<td></td>
</tr>
<tr>
<td>Democracy (Dummy) × Initiator</td>
<td>-0.15</td>
<td>-0.23</td>
<td>-0.16</td>
</tr>
<tr>
<td></td>
<td>(0.84)</td>
<td>(0.85)</td>
<td>(0.89)</td>
</tr>
<tr>
<td>Post-1945</td>
<td>-0.83***</td>
<td>-0.74***</td>
<td>-0.80***</td>
</tr>
<tr>
<td>(0.20)</td>
<td>(0.21)</td>
<td>(0.27)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>246</td>
<td>253</td>
<td>155</td>
</tr>
<tr>
<td>Log Pseudo-LL</td>
<td>-211.42</td>
<td>-222.11</td>
<td>-130.76</td>
</tr>
<tr>
<td>Wald Chi²</td>
<td>37.90***</td>
<td>33.01***</td>
<td>33.64***</td>
</tr>
</tbody>
</table>

NOTES: Robust standard errors clustered on each war in parentheses; * = p < 0.10; ** = p < 0.05; *** = p < 0.01.


39. These changes in probability were generated by setting all other dichotomous measures to their modes and continuous measures to their means. Changes are thus calculated from the baseline case of autocratic states that did not initiate wars or target civilians in wars prior to 1945. Changes in probability are calculated by shifting binary variables from zero to one and continuous variables from one standard deviation below the mean to one standard deviation above the mean. Because democracy and initiator are included with an interactive term, assessing their marginal effects is nonsensical. The effect of democracy shown in Figure 2.1 is the change in probability of victory that results from moving from an autocratic non-initiator to a democratic non-initiator; the effect of initiator is that of changing from an autocratic non-initiator to an autocratic initiator. Although these effects are not significant individually, the joint effect of democracy and initiation (i.e., changing from an autocratic non-initiator to a
Substantively, a policy of targeting civilians increases the probability of winning by 23 percent. This is only slightly less than the 25 percent increase that results from increasing a state’s share of total military capabilities from 6 percent to 68 percent (one standard deviation below the mean to one standard deviation above the mean). Mass killing has a smaller substantive impact (an 11 percent increase), but it is not statistically significant. Figure 2.2 shows a belligerent’s probability of winning as a function of the number of civilian fatalities it inflicts. The scale is logarithmic, but it shows a clear trend: the more civilians killed, the higher the probability of winning. This is true whether we include all civilian fatalities or only those inflicted during campaigns of civilian targeting. The data thus provide support for Hypothesis 1 and disconfirm Hypothesis 2: civilian victimization appears to be an effective strategy.

CONDITIONAL EFFECTS
Our second set of hypotheses suggests that the effectiveness of civilian targeting depends on the situations in which it is employed. In order to assess these conditional effects, we compare sets of cross tabs and employ interactive terms in our regression analysis. Table 2.3 breaks down the relationship between civilian victimization and victory by war type. Civilian victimization is positively associated with victory in both types of wars. In wars of attrition and wars of territorial annexation, civilian victimizers are over 50 percent more likely to win than states that do not target civilians.
Figure 2.2. Effect of Number of Civilians Killed on Probability of Victory.

Table 2.3. Cross Tabulation of Civilian Targeting and Interstate War Outcomes in Wars of Attrition and Wars of Territorial Annexation, 1816–2003.

<table>
<thead>
<tr>
<th>War Outcome</th>
<th>Wars of Attrition</th>
<th>Territorial Annexation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target Civilians</td>
<td>No Targeting</td>
</tr>
<tr>
<td>Win</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>63.2%</td>
<td>41.8%</td>
</tr>
<tr>
<td>Draw</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>18.4%</td>
<td>9.1%</td>
</tr>
<tr>
<td>Lose</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>18.4%</td>
<td>49.1%</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

NOTE: Pearson Chi²(2) = 9.3233 p = 0.009

NOTE: Pearson Chi²(2) = 11.7130 p = 0.003

The results from our multivariate regression analyses, which employ interactive terms to isolate the effect of civilian victimization in different scenarios, lend partial support to these hypotheses. Table 2.4 shows the regression output; because the coefficients for the interaction terms are difficult to interpret, we rely primarily on graphs to display the substantive effects and statistical significance of the interactions.40 Targeting civilians

increases the probability of winning in both types of wars, and the effect is statistically significant at the 95 percent level of confidence for territorial wars and at 90 percent for wars of attrition. Substantively, as shown in Figure 2.3, the impact is larger for wars of annexation, where targeting civilians increases the probability of winning by 34 percent. In wars of attrition, civilian victimization increases the probability of victory by 17 percent. Thus, the evidence seems to contradict Hypothesis 3 and confirm Hypothesis 4: civilian victimization is an effective strategy in both wars of attrition and territorial annexation, although the larger substantive effect for the latter indicates that targeting civilians is more effective in annexationist than in attrition wars.

Figure 2.3. Effect of Civilian Targeting on Probability of Victory for Different War Types.

The evidence we have on the conditioning effects of the size of the enemy population is mixed, but generally supportive of Hypothesis 5. Figure 2.4 shows the change in probability of winning for states that target civilians for different sizes of the enemy’s population. The solid line charts the change in probability; the dotted lines track the 95 percent confidence intervals. Variables are statistically significant when this interval does not straddle zero. The downward trend is evident. States that use civilian victimization against very small populations—less than 500,000—increase their probability of winning by more than 25 percent. States that target very large populations, on the other hand—more than 500 million—increase their chance of winning by less than 13 percent. This effect is statistically significant (at the .05 level) for enemy populations between 5
Table 2.4. Ordinal Logit Estimates of Civilian Victimization and Interstate War Outcomes (Lose, Draw, Win): Conditional Hypotheses.

<table>
<thead>
<tr>
<th></th>
<th>1 Attrition</th>
<th>2 Annexation</th>
<th>3 Enemy Population</th>
<th>4 Enemy Democracy (Dummy)</th>
<th>5 Enemy Polity Score</th>
<th>6 Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Civilian Targeting</td>
<td>0.63</td>
<td>0.36</td>
<td>1.90</td>
<td>1.02**</td>
<td>0.72</td>
<td>3.86***</td>
</tr>
<tr>
<td></td>
<td>(0.46)</td>
<td>(0.31)</td>
<td>(2.18)</td>
<td>(0.45)</td>
<td>(0.69)</td>
<td>(1.06)</td>
</tr>
<tr>
<td>War of Attrition</td>
<td>0.26</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × War of Attrition</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>War of Annexation</td>
<td>-</td>
<td>-0.46**</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.21)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × War of Annexation</td>
<td>-</td>
<td>1.08**</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enemy Population (Log)</td>
<td>-</td>
<td>-</td>
<td>-0.18</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × Enemy Population (Log)</td>
<td>-</td>
<td>-</td>
<td>-0.23</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enemy Democracy (Dummy)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-1.27***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × Enemy Democracy (Dummy)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.78</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enemy Polity Score</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.06*</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × Enemy Polity Score</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.06)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Counter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.009**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civilian Targeting × Year Counter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.03***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material Capabilities</td>
<td>1.88***</td>
<td>1.83***</td>
<td>1.66***</td>
<td>1.47**</td>
<td>1.72***</td>
<td>1.93***</td>
</tr>
<tr>
<td></td>
<td>(0.61)</td>
<td>(0.61)</td>
<td>(0.60)</td>
<td>(0.64)</td>
<td>(0.63)</td>
<td>(0.60)</td>
</tr>
<tr>
<td>Democracy (Dummy)</td>
<td>1.16*</td>
<td>1.11</td>
<td>1.29*</td>
<td>0.82</td>
<td>1.05</td>
<td>1.25*</td>
</tr>
<tr>
<td></td>
<td>(0.66)</td>
<td>(0.71)</td>
<td>(0.70)</td>
<td>(0.64)</td>
<td>(0.71)</td>
<td>(0.64)</td>
</tr>
<tr>
<td>War Initiator</td>
<td>0.59</td>
<td>0.57</td>
<td>0.66</td>
<td>0.72</td>
<td>0.71</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>(0.45)</td>
<td>(0.45)</td>
<td>(0.45)</td>
<td>(0.44)</td>
<td>(0.44)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>Democracy (Dummy) × Initiator</td>
<td>-0.05</td>
<td>0.08</td>
<td>-0.16</td>
<td>-0.11</td>
<td>-0.18</td>
<td>-0.22</td>
</tr>
<tr>
<td></td>
<td>(0.84)</td>
<td>(0.87)</td>
<td>(0.85)</td>
<td>(0.82)</td>
<td>(0.86)</td>
<td>(0.83)</td>
</tr>
<tr>
<td>Post-1945</td>
<td>-0.83***</td>
<td>-0.77***</td>
<td>-0.86***</td>
<td>-0.45***</td>
<td>-0.65***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.21)</td>
<td>(0.23)</td>
<td>(0.16)</td>
<td>(0.18)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>244</td>
<td>246</td>
<td>245</td>
<td>246</td>
<td>243</td>
<td>246</td>
</tr>
<tr>
<td>Log Pseudo-LL</td>
<td>-209.56</td>
<td>-209.47</td>
<td>-210.22</td>
<td>-203.97</td>
<td>-204.71</td>
<td>-207.22</td>
</tr>
<tr>
<td>Wald Chi²</td>
<td>41.07***</td>
<td>38.46***</td>
<td>37.77***</td>
<td>43.54***</td>
<td>42.64***</td>
<td>58.51***</td>
</tr>
</tbody>
</table>

NOTE: Robust standard errors clustered on each war in parentheses; * = p < 0.10; ** = p < 0.05; *** = p < 0.01.
million and 175 million, which comprise the majority of the observations. Thus, it appears that targeting civilians increases the probability of winning regardless of the size of the enemy population, although it becomes less effective as the enemy population gets larger.

Figure 2.4. Effect of Civilian Targeting on Probability of Victory by Size of Enemy Population.

Our results regarding whether civilian victimization is a function of the regime type of the enemy are also mixed. Ordinal logit analysis using an interaction between civilian targeting and a dummy variable for adversary democracy suggests that contrary to Hypothesis 7, civilian victimization is effective against non-democracies but not against democratic regimes. Targeting the civilians of a non-democracy, for example, increases the probability of winning by a statistically significant 24 percent. When democracies are targeted, by contrast, the impact of civilian victimization increases the probability of winning by a mere 5 percent and the effect is not statistically significant.

This pattern does not hold when we use a continuous measure of democracy, however. Figure 2.5 shows the impact of civilian targeting on the probability of winning as a function of the enemy regime’s Polity score, with 1 representing the most autocratic and 21 representing the most democratic states. The effect of civilian targeting is always positive, causing roughly a 20 percent increase in the probability of winning. This effect does not vary by Polity score. Given the differential effects found

41. For large populations, statistical insignificance is probably driven by a scarcity of data: fewer than 10 percent of the states in the dataset face opponents that have populations larger than 175 million. Data scarcity cannot explain insignificance at the lower end of the range, given that we have more observations and a larger substantive effect for this part of the range.
when a dichotomous indicator was used, this is a surprising result. It is possible that the relationship between the two variables is not linear: civilian targeting could be more effective against anocracies or mixed regimes because of the fragility of those regime types than against either democracies or autocracies, which tend to be more consolidated. If the increased efficacy of civilian targeting in non-democracies is driven by its effectiveness against anocracies rather than its effectiveness against autocracies, there would not necessarily be evidence of a linear relationship—which our ordinal logit analysis assumes—between civilian targeting and the Polity score of the enemy regime. We tested this hypothesis in two ways: creating a trichotomous indicator of regime type (autocracy, anocracy, and democracy); and generating a squared term of states’ scores on the Polity index. Each was interacted with civilian targeting. The results mirror those in Figure 2.5: targeting noncombatants of any regime type increases the probability of victory by about 18 percent but is statistically significant only for anocracies, providing little support for the non-linear hypothesis. Although further investigation is warranted, we tentatively conclude that contrary to Hypothesis 7, the regime type of the target state does not strongly condition the effect of civilian victimization on the probability of victory.

Figure 2.5. Effect of Civilian Targeting on Probability of Victory by Enemy Regime Type.

One of the most striking findings of our analysis is the decrease in the efficacy of civilian targeting over time. Figure 2.6 plots how the probability of winning changes when a state targets civilians as a function of time.

The figure demonstrates a clear decrease in the effectiveness of this strategy over time. Civilian victimization increased the probability of victory by a statistically significant (but ever dwindling) amount prior to 1950; after about 1975, however, targeting civilians began to decrease the probability of winning, although the effect is not statistically significant.

In addition to decreasing the likelihood of victory, civilian victimization has also influenced the probability of draws and losses over time. In the nineteenth century, for example, civilian victimization increased the probability of winning and lowered the likelihood of both losing and ending up in a draw (see Figures 2.7 and 2.8). As time has passed, civilian victimization has become a less important driver of all three outcomes. After roughly 1975, the strategy does not have a statistically significant impact on the probability of winning, losing, or tying. However, the trend lines suggest that civilian victimization may become counterproductive in the future by decreasing the probability of victory and increasing the probability of losing. The trend line for the probability of a draw is less clear.

Figure 2.6. Effect of Civilian Targeting on Probability of Victory over Time.

The apparent decreasing effectiveness of civilian victimization over time is a remarkable finding. The problem, of course, is that time can be a proxy for a plethora of factors, such as technology, industrialization, nationalism, norms and laws against civilian targeting, and the spread of global media, to name a few. Earlier we suggested that the spread of nationalism has made modern states exceptionally cohesive and difficult to coerce. Another potential explanation for the decreasing effectiveness of civilian victimization over time is that massive depredations against noncombatants have become more likely to spark intervention in wars by third parties, leading to the victimizer’s defeat. Beginning in the nineteenth century, states began to negotiate treaties that limited the amount
and type of force they could employ in wartime. Although early iterations of these agreements—the Hague Conventions, as well as attempts to limit the practice of aerial bombing—exerted little effect on the conduct of war, the horrors of World War II spurred further codification of the laws of armed conflict, including the Geneva Conventions and Additional Protocols, as well as the Genocide Convention. As more states have adhered to these agreements and the norms contained in them have disseminated across the international system, one could argue that the likelihood that states will intervene to put a stop to civilian victimization has increased.

Figure 2.7. Effect of Civilian Targeting on Probability of a Draw over Time.

Figure 2.8. Effect of Civilian Targeting on Probability of Defeat over Time.
NATO’s air campaign to coerce Slobodan Milošević to stop expelling Kosovo Albanians and accept some form of autonomy for Kosovo—although it took place in the context of an internal conflict rather than a conflict between states—is a possible recent example of third-party intervention to halt civilian victimization. According to this interpretation, Milošević’s refusal to grant autonomy to Kosovo and the brutal nature of the Serbian counterinsurgency campaign in the province brought about NATO intervention to end the violence.\textsuperscript{43} Civilian victimization was counterproductive in this case because it led to intervention and loss of Serbian control (and now sovereignty) over Kosovo.\textsuperscript{44} Another possible example is the massacre of Bosnian Muslims at Srebrenica in July 1995 by the Bosnian Serb Army, which played a key role in bringing about U.S. air strikes and coercive diplomacy to end the war.\textsuperscript{45} Such intervention, of course, remains highly variable and inconsistent. NATO intervened in Bosnia and Kosovo, for example, but not in Rwanda or Darfur.\textsuperscript{46} Still, one could argue that even with the uneven spatial application of intervention to oppose civilian victimization, it has become more common over time.

A third possible explanation is that any decrease in the effectiveness of civilian victimization could be a function of deterrence. During the Cold War, several conflicts were waged between a superpower and a country supported by the other superpower. In conflicts like these, the infliction of more severe violence on noncombatants may have been restrained by the threat that the other major power would enter the war or retaliate in some fashion. In Vietnam, for example, the Lyndon B. Johnson administration exerted careful control over the bombing of North Vietnam because the president and his close advisers feared that a more aggressive campaign against urban areas (with larger numbers of civilian casualties) would trigger overt Chinese or Soviet intervention in the war.\textsuperscript{47} Deterrence, how-

\textsuperscript{43} This is a separate issue from the question of whether NATO intervention prompted Milošević to employ even greater brutality against the Kosovar Albanians. See Kelly Greenhill, “The Use of Refugees as Political and Military Weapons in the Kosovo Conflict,” in Raju G. C. Thomas, ed., Yugoslavia Unraveled: Sovereignty, Self-Determination, and Intervention (Lanham, Md.: Lexington Books/Rowman and Littlefield, 2003), pp. 205–242.

\textsuperscript{44} It is plausible that violence on a smaller scale in this case might have avoided such intervention and succeeded in weakening the Kosovo rebels.

\textsuperscript{45} This is not to say that U.S. air strikes alone brought the war to a halt. The Croatian and Bosnian government ground offensive in western Bosnia—which significantly reduced the portion of the country under Serb control—probably played an even greater role.

\textsuperscript{46} A suggestion for future research is thus to examine whether civilian victimization (or genocide) in fact triggers third party intervention; where in the world is such intervention likely to occur; and who intervenes?

\textsuperscript{47} To give but one example, in August 1967 President Lyndon B. Johnson rejected proposed air strikes on the port of Haiphong and the Red River dikes because he feared they might prompt China or Russia to enter the war. See Lyndon Baines Johnson, The Vantage Point: Perspectives of the Presidency, 1963–1969 (New York: Holt, Rinehart, and Winston, 1971), p. 369. Many of Johnson’s advisers shared this view. See, for instance, Robert McNamara, “Evaluation of the Program of Bombing North Vietnam,” July 30,
ever, cannot explain the failure of the relatively unrestrained civilian victimization undertaken against some countries in which the United States or the Soviet Union intervened, such as South Vietnam or Afghanistan. We can only speculate as to the reasons behind the decreasing effectiveness of civilian victimization in recent times. This question is clearly one that begs further investigation.

The statistical results in this section demonstrate that indicators of civilian victimization are positively, and often significantly, correlated with victory in interstate wars. These relationships persist in both wars of attrition and wars of territorial annexation. Notably, however, these findings are contingent on time, as the efficacy of civilian targeting has decreased over the past two hundred years. Consistent with our expectations, victimization of noncombatants seems to work better against states with smaller populations. Contrary to the literature, however, the regime type of the target state does not seem to influence the effectiveness of civilian targeting.

**Civilian Victimization And War Outcomes: A Closer Look**

States that target civilians appear to win more often than they lose. This is an interesting and provocative finding, but what remains unclear is whether the relationship is causal. This section argues that in fact the correlation between civilian victimization and victory may be only partially causal. Some of the cases of civilian victimization by war winners in interstate wars—for reasons explained below—do not bear on the reasons these states prevailed. In the cases that remain—which must be examined in detail for evidence regarding the causal force of civilian victimization—targeting noncombatants contributed to victory in between one-quarter and one-half of them. This success rate, however, is not much different from the rate at which states that did not target civilians win wars, calling into question the conclusion that civilian victimization significantly increases a state’s chances of winning.

**WARS OF ANNEXATION AND ETHNIC CLEANSING**

As we have seen, states that inflict civilian victimization in the midst of wars to seize and annex territory from neighboring states prevail near-

---
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ly 60 percent of the time. Yet it is unclear what contribution civilian victimization makes to these victories. There is no question that targeting noncombatants in these types of cases possesses some military utility: aggressor states typically view “foreign” civilian populations as actual or potential fifth columns that could assist the enemy. In some cases, actual resistance by members of a population prompts the invader to take action, but in other cases it is simply the potential for resistance and the location of a group in the rear of the battle area that leads groups to be targeted. Moreover, allowing a substantial number of the adversary’s population to remain could prompt a rescue attempt and also form an impediment to achieving cohesive nation-states. For all of these reasons, groups that are not believed to be easily assimilated are often the object of massacres, expulsions, and ethnic cleansing campaigns designed to eliminate them from the conquered territory.

The violent removal of a population perceived to be hostile, however, is not always the key to victory in wars of territorial annexation. In order to be able to expel potentially problematic groups, the aggressor state must advance militarily on the ground. There are a few exceptions to this rule, such as when war breaks out among populations that are closely intermingled, as in Palestine in 1947 or Bosnia in 1992. Still, in many cases cleansing is a consequence of military victory, not the cause of it. This fact is demonstrated by the Greek advance into and retreat from Anatolia between 1919 and 1922. Shortly after Greek troops landed in Smyrna in 1919, they massacred 200–300 Turks.49 This was only the beginning. According to Justin McCarthy, “More than a million Turkish refugees fled the advancing Greeks. They had good reason to flee: slaughter of Turkish civilians had begun on the day the Greeks landed. Turkish shops and factories were looted of all their goods. More than 700 Turks were killed.”50 As the Greeks moved inland from the coast, the violence continued and spread: “The mayhem continued wherever the Greeks occupied. In the cities of Aydin, Tire, Menemen, Kasaba, Manisa, Nazilli and others, Ottoman gendarmes (police) were disarmed, their guns given to local Greeks, and the towns pillaged, with attendant murders of civilians. Ottoman officials were singled out for imprisonment and murder. Organized massacres took place in cities and all over the countryside. Greek civilians were given Greek Army weapons and organized as armed bands.”51

The Greeks capitalized on the disintegration of the Ottoman Empire in the wake of World War I to move into western Anatolia and realize the “Megali Idea” of a Greece spanning both sides of the Aegean Sea. The cleansing of ethnic Turks from western Anatolia may have stabilized Greek control over the area, but it did not prevent the Greek Army from being defeated in the summer of 1922 by the resurgent Turks under Mus-

51. Ibid., p. 134.
targeting civilians to win?  

Kemal. The Greeks had advanced almost all the way to Ankara, the new Turkish capital, in 1921, but the war bogged down into a stalemate after the Greeks were repulsed in the Battle of the Sakarya River. The Turkish counter-offensive, which began in August 1922, routed the Greeks and within two weeks led to the evacuation of what remained of the Greek Army from Smyrna. The retreating Greeks left a trail of scorched earth behind them as they torched Turkish towns and villages along their line of retreat, killing thousands in the process. Christian civilians (Greeks and Armenians) fled before the advancing Turks, but thousands died in massacres and the burning of Smyrna. Hundreds of thousands of refugees were evacuated from Smyrna on Greek, British, and U.S. warships, and the remaining Greek population in Turkey—minus the 150,000 or so men who were deported to the Anatolian interior in labor battalions—were exchanged for Turks living in Greece in the Treaty of Lausanne.52

This tragic episode highlights the fact that in some wars of territorial annexation, civilian victimization is made possible by conquest, which it may then help to solidify. Civilian victimization in these cases is less a cause of victory than a consequence of it. Furthermore, targeting civilians cannot always prevent defeat later in the war: no matter how homogeneous and peaceful ethnic cleansing renders the conquered territory, if the military cannot defend it against a strengthened adversary, it will be lost. In extreme cases, such as that of Nazi Germany, civilian victimization may be pursued so zealously for non-security reasons that it contributes to the aggressor’s defeat by reducing its military ability to defend the captured territory. In more recent cases, such as Bosnia, repeated atrocities may eventually prompt third-party intervention in the war for humanitarian reasons and lead to the reversal of an aggressor’s gains.

In sum, the Greek case suggests that the positive correlation between civilian victimization and victory in wars of territorial annexation may not be causal. In many of these cases civilian victimization occurs only because military victory has provided states access to territory inhabited by enemy noncombatants. The expulsion or murder of these people solidifies the attacker’s grip on the territory, but this grip only lasts if the state is able to defeat enemy counterattacks and win the war. Victory appears to prompt civilian victimization rather than the other way around. Endogeneity, in other words, may plague the relationship between civilian victimization and victory in wars of annexation. Future research should attempt to address this issue. The case, however, also implies different metrics for measuring success in cases of territorial annexation that should be investigated in future research: does civilian victimization lower the likelihood of future armed rebellion by the targeted group? Does the expulsion of people raise or lower the probability of conflict recurrence between the aggressor state and its victim? And does ethnic cleansing provoke third parties to intervene and defeat the victimizer?

Wars of Attrition and Civilian Victimization

Civilian victimization is more likely to be chosen when states become desperate to win or to conserve on casualties. These cases tend to be stalemated wars of attrition. In our data set, battle deaths for belligerents in such conflicts are more than thirty times higher than for other wars. Moreover, wars of attrition last about five times longer than other wars. In conflicts like these—a partial list includes Crimean, Franco-Prussian, Russo-Japanese, World War I, Chaco, Sino-Japanese, World War II, Korean, Vietnam, and Ethiopian-Eritrean—the stakes are likely to be high and both sides highly resolved. We thus tend to observe civilian victimization in cases in which it is least likely to work, and not observe it in easier cases where the adversary might be less determined.

Still, the statistical evidence showed that states which targeted noncombatants or killed more civilians won more often than states that did not. But was civilian victimization responsible for these victories? Table 2.5 divides states that targeted noncombatants in wars of attrition by whether they won, lost, or drew the war. Among the six losses, it seems clear that civilian victimization by two of the losers made things worse and contributed to their defeat. First, Boxer attacks on Western missionaries and their besieging of the foreign legations in the capital prompted Great-Power intervention, against which the Boxers and Chinese soldiers were no match. Second, Germany’s U-boat blockade of Britain starting in February 1917 brought the United States into the war against Germany. In three of the other four cases (Germany, World War II West and World War II East; Azerbaijan), civilian targeting simply did not work: the Blitz on Britain (1940–1941) failed to knock the British out of the war; the Wehrmacht’s brutal policy of reprisal massacres on the Eastern Front fed the partisan cause and its siege of Leningrad (1941–1943) killed over 600,000 people but the city never fell; and indiscriminate Azerbaijani rocket and artillery barrages on Stepanakert did not break the will of the Karabakh capital’s population. The Greco-Turkish case is not relevant because the targeting actually resulted from annexationist motives. Among the draws, it is possible to make judgments regarding particular campaigns of civilian

53. The vast majority of the civilians killed by the Boxers, however, were fellow Chinese. Nat Brandt, *Massacre in Shansi* (Syracuse, N.Y.: Syracuse University Press, 1994), pp. xiii, 270.


55. Nazi Germany’s extermination of Soviet Jewry on the Eastern Front and general indifference to the welfare of the occupied population was counterproductive and also resulted in a diversion of resources to killing operations, to the neglect of fighting the Red Army. This killing was largely driven by ideological and annexationist motives, however, rather than coercive ones. The same can be said of Romania’s targeting of Jews in the East.
victimization even though the overall war outcome was indecisive. For example, the North Vietnamese and Viet Cong assassination campaign in the South should be considered a partial success, as these killings helped Communist forces gain control over large tracts of South Vietnam.\(^{56}\) Four other cases, however, are clear failures. Japan’s terror bombing of Chinese cities and other atrocities failed to cause China to surrender, as did U.S. strategic bombing in Korea.\(^{57}\) The Rolling Thunder campaign of strategic bombing by the United States against North Vietnam exerted little effect on Hanoi’s determination to continue the war; the relatively small amount of bombing of Iraqi cities by Iranian air forces did not cause Saddam Hussein to negotiate peace. We are unable to judge the case of Iraqi bombing of Iran in the 1980s: it is clear that Saddam Hussein tended to launch Scud missiles at Iranian cities when his forces were under severe military pressure at the front; what is less clear is whether these Scud barrages had any effect on the prosecution of Iranian offensives.\(^{58}\) The final two cases—North and South Korea—consisted of attempts by the two sides to eliminate ideological enemies and thus are not relevant to evaluating the effect of civilian victimization for coercive goals.

The most important cases, however, are the war winners. Did civilian victimization help them achieve victory? Six cases should be dismissed because civilian victimization was not relevant to victory or defeat: the Boxer Rebellion, ethnic cleansing in the First Balkan War, Turkey in World War I, the Greco-Turkish War, the Soviet Union in World War II, and Armenia-Azerbaijan. The reason is that the civilian targeting in these cases occurred after the outcome of the war was already decided by strictly military means or sprang from a source other than coercing the enemy government.\(^{59}\) Among the coercive cases, the Russo-Finnish War is a clear failure: the Red Air Force bombed Finnish cities to no effect, forcing the Soviet High Command to expend tens of thousands of Russian soldiers to

---


57. The main U.S. bombing campaign of urban areas in North Korea occurred in the winter of 1950–1951, first to deter Chinese entry into the war and later to hinder the Chinese advance down the peninsula. It failed in both instances.


59. The Boxer cases consist of reprisal massacres. The Turkish case in World War I is ethnic cleansing of Armenians during the Turkish invasion of the Caucasus in 1918, whereas the Turks in the Greco-Turkish war expelled and massacred Greeks and Armenians in the wake of the defeat of the Greek Army in 1922. The Soviet case is reprisals for German barbarities in Russia as well as calculated ethnic cleansing to drive Germans out of what was to become Poland. Ethnic cleansing in the First Balkan and Armenian-Azerbaijani Wars stemmed from annexationist motives.
wear down the outmanned and outgunned Finns. At most, the bombing of Germany from 1942 to 1945 by Britain and the United States forced the Germans to transfer resources into air defense that were needed elsewhere and put a lid on the expansion of German war production; it certainly did not cause a popular revolt or influence the Nazi leadership to give up the fight. We lack sufficient data to judge whether the Japanese bombing of Shanghai in 1932 contributed to victory in Japan’s war with China.

In the other eight cases, however, civilian victimization may have contributed to victory in smaller or larger ways. Our own back-of-the-envelope coding would categorize the sieges of Paris in the Franco-Prussian War, Plevna in the Russo-Turkish War, Adrianople in the First Balkan War, and Beirut in the Lebanon War as possible successes, along with the bombing of Warsaw in 1939 and Israeli expulsions in the Palestine War. Several analysts, for example, conclude that although Prussian bombardment had little impact on Parisian morale, hunger and the prospect of large-scale starvation contributed to the French decision to surrender.60 Others argue that German air attacks on Warsaw—particularly the massive raids of September 25, 1939—triggered the capitulation of Polish forces in the city.61 Similarly, the Israeli bombardment of Beirut in 1982 succeeded in obtaining the ouster of the Palestine Liberation Organization from Lebanon. As Benny Morris puts it, “Over the long haul, [Defense Minister Ariel] Sharon’s brutal measures worked: They persuaded Arafat that the PLO no longer had a choice.”62 In two other cases, civilian victimization arguably played a partial role in causing the loser’s defeat. The Allied starvation blockade of Germany and Austria-Hungary in World War I may have contributed to the swift collapse of the Central Powers in 1918, but only after it became clear that the tide on the battlefield had turned.63 The firebombing of Japan seems like a clear failure—the population did not rise up and the naval blockade had already curtailed the war production that bombing was meant to destroy—but some argue that the


Table 2.5. Wins, Losses, and Draws by States that Targeted Civilians in Wars of Attrition.

<table>
<thead>
<tr>
<th>WIN</th>
<th>LOSE</th>
<th>DRAW</th>
</tr>
</thead>
</table>
| 1   | Franco-Prussian (1870–1871)  
  • Prussia: Siege of Paris | Boxer (1900)  
  • China: Massacres | Sino-Japanese (1937–1945)  
  • Japan: Terror bombing, germ warfare, etc. |
| 2   | Russo-Turkish (1877–1878)  
  • Russia: Siege of Plevna | WW1 West (1914–1918)  
  • Germany: Bombing of cities, blockade of UK | Korea (1950–1953)  
  • DPRK: Massacre of anti-Communists |
| 3   | Boxer (1900)  
  • Russia, UK, France, U.S.: Reprisal massacres | Greco-Turkish (1919–1922)  
  • Greece: Massacres, ethnic cleansing of Turks | Korea (1950–1953)  
  • ROK: Massacre of Communist sympathizers  
  • U.S.: Bombing of DPRK |
| 4   | First Balkan (1912–1913)  
  • Bulgaria, Serbia: Siege of Adrianople  
  • Bulgaria, Serbia, Greece: Ethnic cleansing of Turks | WW2 West (1940–1945)  
  • Germany: Blitz of UK | Vietnam (1965–1973)  
  • DRV: Assassinations in RVN |
| 5   | WW1 West (1914–1918)  
  • UK, France, U.S.: Blockade | WW2 East (1941–1945)  
  • Germany: Anti-partisan war, siege of Leningrad  
  • Romania: Massacres of Jews | Vietnam (1965–1973)  
  • U.S.: Rolling Thunder |
| 6   | WW1 East (1914–1918)  
  • Iraq: Bombing of cities |
| 7   | Greco-Turkish (1919–1922)  
  • Turkey: Cleansing of Greeks and Armenians |  | Iran-Iraq (1980–1988)  
  • Iran: Bombing of cities |
<table>
<thead>
<tr>
<th></th>
<th>Event</th>
<th>States</th>
<th>Success Rate</th>
<th>WARS: Possible Success Rate</th>
<th>WARS: Possible + Partial Success Rate</th>
<th>States: Possible Success Rate</th>
<th>States: Possible + Partial Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Sino-Japanese (1931–1933)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Japan: Bombing of Shanghai</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Germany-Poland (1939)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Germany: Siege of Warsaw</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Russo-Finnish (1939–1940)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Russia: Bombing of Finnish cities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>WW2 West (1940–1945)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- UK, U.S.: Bombing of Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>WW2 East (1941–1945)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Russia: Cleansing of Germans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Pacific War (1941–1945)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- U.S.: Bombing of Japan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Palestine War (1948–1949)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Israel: Expulsion of Palestinians</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Lebanon War (1982)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Israel: Siege of Beirut</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Armenia: Cleansing of Azeris</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Possible success: 6 (7 states)  
Partial success: 2 (4 states)  
Failure: 2 (3 states)  
Unable to judge: 1 (1 state)  
Not relevant: 6 (11 states)  
Contribute to defeat: 2 (2 states)  
Simple failure: 3 (3 states)  
Not relevant: 1 (2 states)  
Partial success: 1 (1 state)  
Failure: 4 (4 states)  
Unable to judge: 1 (1 state)  
Not relevant: 2 (2 states)
atomic bombings hastened the Japanese surrender, so this case might be a partial success.64

In short, an examination of the relevant cases of civilian targeting by states that won coercive contests suggests that this strategy played some role in defeating the enemy in eight out of the ten wars in which judgment is possible, and played a major role in six out of the ten. A substantial number of cases, however, are false positives: there are six wars (totaling eleven winning states) in which civilian victimization was not relevant to victory or defeat for various reasons. The earlier statistical findings are thus probably inflated by these false positives. Overall, the record of civilian victimization is not quite as successful as a cursory glance at Table 2.5 would suggest. Eleven cases were clear failures, two of which also contributed to the defeat of the state that employed civilian victimization. These failures involved twelve states. Six cases involving seven states were probable successes—civilian victimization played a significant role in defeating the enemy—and three other cases involving five states could be considered partial successes. Civilian victimization was probably an important component of victory in 30 percent of the wars of attrition (29 percent of states) and at least partially contributed to victory in 45 percent of such wars (50 percent of states). This analysis is preliminary and subject to further investigation, but relative to the rates of victory for states or sides that did not target noncombatants in wars of attrition—40 percent—civilian targeting is not radically less (or more) effective than fighting more conventionally.

Three final points are worth noting. First, even in the cases in which civilian victimization arguably affected the outcome, the target’s level of military vulnerability was also high. It may therefore be the case that civilian victimization works only in situations when the targeted state would have lost anyway or when it was combined with strategies that target military assets. Second, it is interesting to note that of the six successes for civilian targeting, five of them occurred in sieges when the enemy army was holed up in a city, supporting the argument that civilian victimization is more effective against smaller targets. Finally, with the exception of the siege of Beirut in 1982, each of the successes occurred sixty or more years ago, which supports the view that civilian victimization has decreased in effectiveness over time.

Conclusion

In this chapter, we set out to determine whether or not civilian victimization helps states win wars. Statistical analysis of civilian targeting, mass killing, and numbers of civilian casualties inflicted showed a positive and in some instances significant correlation between these variables and vic-

64. The relative importance of the atomic bombs and Russia’s entry into the war in causing Japan to surrender are hotly debated. See Tsuyoshi Hasegawa, ed., The End of the Pacific War: Reappraisals (Stanford: Stanford University Press, 2007), for example.
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in all interstate wars, wars of attrition, and wars of territorial annexation. Civilian victimization also appears to work better against smaller targets. Moreover, the efficacy of civilian victimization has clearly decreased over time, a finding that merits further investigation.

The relatively simple statistical analysis performed in this paper does not yield sufficient information to render a final judgment on the efficacy of civilian victimization, because states choose strategically whether or not to use this method. When states target civilians in wars of territorial annexation, civilian victimization may be a product of victory rather than a cause, and thus these cases are of questionable relevance for judging the effectiveness of the strategy. Further analysis is required to deal with this endogeneity problem.

In costly, protracted wars of attrition, the deck is stacked against civilian victimization because states are highly resolved. More sophisticated statistical analysis may help untangle this selection effect, but in this chapter we have supplemented the statistics with a close look at civilian targeting in wars of attrition. We found several cases that were false positives—civilian victimization that occurred for other reasons or which was unrelated to the war’s outcome. Of the relevant cases, civilian victimization arguably played a role in producing the successful outcome a majority of the time. Overall, civilian victimization yielded positive results in 30 to 50 percent of wars of attrition. This is not so different from the rate at which states prevailed when they refrained from targeting civilians. If this finding holds up to further analysis, it would indicate that civilian victimization sometimes succeeds even when the deck is stacked against it, in costly wars of attrition. This result is qualified, though, by the fact that clear successes tend to occur only when the outcome of the war hinges on the siege of a city and when military vulnerability as well as civilian vulnerability is high. Furthermore, most of these successes occurred in the relatively distant past.

This chapter represents a first cut at answering some of the difficult questions surrounding the effectiveness of civilian victimization in war. It points to many interesting questions for further research. Future research should grapple with the problem of selection effects in wars of attrition and the problem of endogeneity in wars of territorial annexation. Careful case studies will also be needed to assess the role that civilian victimization played in contributing to war outcomes that we only sketched out above. It would also be useful to expand the definition of effectiveness in wars to annex territory in order to test the effect of civilian targeting on rebellion, war recurrence, and third-party intervention. More needs to be done to explain why this strategy has become less effective over time. We have posited some potential hypotheses; future research should isolate and test these (and other) hypotheses.
Chapter 3  
War, Collaboration, and Endogenous Ethnic Polarization: The Path to Ethnic Cleansing

H. Zeynep Bulutgil

To what extent does the depth of ethnic cleavages play a role in the process that leads to ethnic cleansing? The question is important, as the conventional explanation for ethnic cleansing takes deep ethnic cleavages as the main exogenous variable that explains this phenomenon. The idea is that in societies where ethnic cleavages are deep, relations between different ethnic groups are more strained, and issues that have to do with ethnicity dominate over other politically relevant questions. This leads to the emergence of “organic” nationalism, which views ethnic minorities as inherently different and deserving of exclusion, rather than “civic” nationalism, which aims to incorporate ethnic minorities. In contexts where organic nationalism predominates, ethnic cleansing follows whenever events such as state collapse, war, or geopolitical instability eliminate the constraints against this policy.

This chapter argues that relations between ethnic groups and organic nationalism are to a large extent functions of relations between states rather than of deep ethnic cleavages. In particular, interethnic relations deteriorate and ethnic cleavages trump other cleavages when competing sides in an interstate conflict ally themselves with different ethnic groups in a given society. Such a situation typically emerges when states form
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1. The depth of ethnic cleavages refers to the significance of the differences between ethnic groups in a given context. This significance is determined by a combination of the cultural characteristics of the groups (such as whether or not they speak similar languages or whether or not they practice the same religion) and the historical experience that filters these cultural characteristics (such as whether or not the minority group has had access to a separate education system or an autonomous religious organization).

alliances with the minority groups in their rival’s territory and use these alliances to control the rest of the population during wars and occupations. This situation not only poisons the relations between ethnic groups and radicalizes the politicians that represent the majority ethnic group, but also puts the issue of minority treatment on top of the political agenda once the occupation or war is over. According to this argument, polarized relations between ethnic groups and organic nationalism are not permanent traits that characterize societies with deep ethnic divisions, but variables endogenous to interstate interactions. Put differently, tense relations between ethnic groups are proximate rather than structural or exogenous causes of ethnic cleansing.

To develop this argument, the chapter studies the evolution of the relationship between the majority and minority ethnic groups in the following cases: the Germans in inter-war Czechoslovakia and the Greeks in Ottoman Turkey. These cases were selected for two reasons. First, in both cases the differences between minority and majority groups were historically quite deep. Hence, these are precisely the kind of contexts in which one would expect to observe polarized interethnic relations and organic nationalism as exogenous conditions. Second, the cases cover different historical backgrounds: the Austro-Hungarian Empire in the case of the Germans in Czechoslovakia, and the Ottoman Empire in the case of the Greeks in Ottoman Turkey. Thus, the conclusions do not depend on a specific historical experience associated with the policies of a single empire.

The chapter has three parts. First, I outline the observable implications of the argument. Second, I present the case studies. Finally, I summarize and discuss the findings of the chapter.

The Argument and Observable Implications

What types of observations would support the contention that interethnic relations and ethnic cleansing are endogenous to interstate relations? The logic of the argument suggests that during times of peace, ethnic cleavages do not trump non-ethnic ones, and the politicians representing the majority ethnic groups prefer inclusionary policies rather than ethnic cleansing. Once the minority group is allied with a rival during a war, ethnic cleavages gain relative importance and majority politicians turn to more hostile policies.

3. At the individual level, multiple motivations, including resentment and fear, might lead to this shift in the priorities and opinions of the majority leaders. Hence the argument here is not incompatible with the literature that argues that these motivations lead to mass ethnic violence. On resentment, see Roger Petersen, Understanding Ethnic Violence. Fear, Hatred, and Resentment in 20th Century Eastern Europe, (Cambridge: Cambridge University Press, 2002); on fear, or, as more commonly known, the “security dilemma,” see Russell Hardin, One for All: The Logic of Group Conflict (Princeton, N.J.: Princeton University Press, 1995); and Barry R. Posen, “The Security Dilemma and Ethnic Conflict,” Survival, Vol. 35, No. 1 (Spring 1993), pp. 27-47. This paper, however, is different in that it provides a theory of the process that paves the way to these motivations.
A number of observable implications follow. To start with, even in societies with deep ethnic cleavages, non-ethnic political divisions, such as those between social classes or center and periphery, should frequently take precedence over ethnicity. To see if this is the case, one needs to focus on the political organization of minority and majority ethnic groups and the relations between them. If ethnic groups are represented by several competing political parties that reflect class or other non-ethnic cleavages and these parties cooperate with each other across ethnic divisions, this would support the argument that ethnicity is not the main cleavage in a given society.

The argument also has implications for the policies that majority politicians follow vis-à-vis ethnic minorities. At the very least, in the absence of alliances between outside states and minority groups, majority political leaders should follow inclusive policies, such as assimilating the minority or providing autonomy. These politicians should then become more antagonistic toward minorities when an outside state forms wartime alliances with the minorities.

The potential problem with these implications is that the policies that majority politicians follow during times of peace might not reflect their true preferences. Majority politicians might be avoiding ethnic cleansing because of constraints, such as lack of a location to which minorities could be deported. Given this constraint, they might be using other policies such as forced assimilation to pressure the minority group to leave of its own accord.

There are two solutions to this problem. First, one can ask what type of policy is clearly not a substitute for ethnic cleansing in a given context. For example, if the majority politicians spend resources on policies that are aimed at improving the cultural rights or economic conditions of a given ethnic group, this would suggest that their main preference is not permanent exclusion of the group from the territory of the state. Similarly, if majority politicians encourage immigration by the members of the minority group from outside the state, one can also assume that they do not desire to use ethnic cleansing. Second, one can also ask whether majority politicians within or across political parties disagree with each other on how to treat minority ethnic groups. Majority politicians who advocate more pro-minority policies are not more likely to hide their true intentions than politicians who advocate ethnic cleansing or repressive policies that might be designed to substitute for ethnic cleansing. Hence it is reasonable to assume that the politicians who oppose ethnic cleansing or potential substitutes for it are genuinely more favorable toward inclusionary policies. This argument would gain particular support if those politicians who consistently support inclusionary policies during times of peace change their minds after a wartime alliance between the minority group and an occupying state.

Finally, the argument also has implications for the formation of alliances between outside states and minority groups. I argue that ethnic polarization and ethnic cleansing are outcomes of international factors, rather than of deep ethnic divisions. Hence, the argument also implies
that the willingness of minority groups to form an alliance with an outside state is primarily exogenous to ethnic divisions between the minority and majority groups.

There are basically two ways in which these alliances can be formed. The first possibility is that in contexts where the differences between majority and minority groups run deep, the minority leadership is a coherent group of individuals who favor independence or joining another state and who are ready to enter into alliances with expansionist states to achieve these ends. If this is how ethnic differences influence alliance formation between minorities and outside states, then ethnic differences do play an important, though indirect, role in the process that leads to ethnic cleansing.

The second possibility starts from the premise that the minority leadership is composed of a variety of types with different preferences on whether to collaborate with outside states or not. In this context, the outside state can play a crucial role by selecting out those minority leaders who favor collaboration while undermining those who oppose it. During peacetime, the outside state can achieve this end by providing financial assistance or strategic aid to those factions that are sympathetic to its goals. During occupations, the outside state might use more direct means, such as providing weapons and other strategic aid to sympathetic factions while eliminating the opposing factions by incarceration or killing. If this “selection story” depicts the formation of alliances more accurately, then the argument of this chapter would receive support.

I have laid out a theory of ethnic cleansing that has implications for the way in which minority and majority ethnic groups interact. During times of peace, the argument predicts the existence of notable non-ethnic cleavages that cut across ethnic ones, as well as cooperation across ethnic cleavages. This type of interaction ceases to exist and majority politicians switch to ethnic cleansing when an outside state tries to annex the territory of the state and forms an alliance with an ethnic minority in the process. The theory also has implications for the formation of the alliances between outside states and minority ethnic groups: the policies of the outside states should play a major role in this process. The case studies below provide a qualitative test of the theory by focusing on the evolution of the historical processes that relate to these implications.

Czechoslovakia: From the Switzerland of the East to Ethnic Cleansing

The Czechoslovak Republic was officially recognized in 1919 at the Paris Peace Conference. It had a highly ethnically heterogeneous population, with about 48 percent Czechs, 23 percent Germans, 16 percent Slovaks, and smaller numbers of Ukrainians, Hungarians, and Poles. In addition to being the second largest group, the Germans constituted one-third of the population of Bohemia, the most economically developed region in Czechoslovakia. Most of the German population lived in a strip of terri-
tory on the Czechoslovak-German border, called the Sudetenland, where they formed the majority of the population. Smaller numbers of Germans also lived in Slovakia and Carpatho-Ukraine.

The initial takeover of German areas by Czech forces was relatively smooth, without much resistance from the German population. However, there were several instances in which the Germans expressed their disappointment in being included in the Czechoslovak Republic. For example, the German leadership organized a demonstration in March 1919, during which the Czech police forces panicked and opened fire on the demonstrators. There were also more symbolic acts of protest. German deputies in the newly elected Czech Parliament initially refused to participate in parliamentary proceedings and issued a declaration proclaiming that they would not recognize the Czechoslovak state’s right to Sudetenland.

Despite these early signs of protest, German opinion was from the beginning very much divided on the question of which country they should be located in. Many favored incorporation into Austria, which was not unexpected, as they had previously been part of the Austro-Hungarian Empire. Small but significant factions preferred incorporation into Germany or Czechoslovakia. One group that favored incorporation into Czechoslovakia was the industrialists, who thought that they would be at an advantage within Czechoslovakia rather than within Germany, where they would face substantial competition from indigenous firms.

From the early 1920s, the German leadership showed two important characteristics. First, it was divided among several political parties that fit on a typical left-right spectrum. The dominant party on the left was the German Social Democratic Party, which proved to be the largest German party in the 1925 and 1929 elections. The major center-right parties included the German Christian Democrats and German Agrarians. The parties on the left and right were truly at odds with each other, especially on issues that related to socioeconomic policies. In the words of an expert at the time, “the most striking thing about the Sudeten Germans, politically, was the number of parties into which they had redivided, and the squabbles between these groups.”

Second, all major German parties, regardless of their ideological orientation, decided to take the “activist” path. In other words, they declared loyalty to the Czechoslovak State and displayed a willingness to collaborate with the Czech parties that shared their ideological orientations. The combined vote of these parties, which included the Social Democrats, Christian Democrats, and the Agrarians, was about 70 percent of the German vote in Czechoslovakia until the 1935 elections. The only exceptions to this trend were the German Nationalist Party and the German National Socialists (DNSAP). These were the only parties which stuck to an irre-
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5. In the context of interwar Czechoslovakia, the term “activist” referred to parties that were open to cooperation with the Czechoslovak state. I also use this word to refer to these parties.
dentist agenda and denied loyalty to the Czechoslovak State; their vote share among the Germans was considerably smaller than the “activist” parties.

The Czechs for their part also had a number of political parties located on the left-right spectrum. The Agrarian Party was the largest party on the right, and the Social Democratic Party dominated on the left. Notably, there was substantial cooperation between the German and Czech parties with similar socioeconomic agendas. The center-right parties, the German Agrarians, Czech Agrarians, and German Christian Democrats, formed a coalition in 1925 as a reaction to the increasingly “strong performance of communists.”  In 1929, this right-wing coalition was replaced by a coalition of Czech and German Social Democratic parties.

The Czechoslovak policies toward the Germans were quite liberal under both right-wing and left-wing governments. In fact, one could argue that they not only fulfilled the requirements of the minority treaties but also at times went beyond them. For example, during World War I, a good number of Sudeten Germans had bought war bonds from Germany, but at the end of the war Germany was unable to fulfill these loans. This situation left many Czechoslovak Germans under economic distress; hence the Czechoslovak state fulfilled these loans, albeit at a reduced rate. On more conventional issues such as education, the Czechoslovaks treated Germans fairly. Germans enjoyed a system of public and private schools that taught in German, as well as a German university. In fact, the number of schools per student in the German areas of Czechoslovakia exceeded the number of schools per student in Prussia at the time. The area where the Germans clearly lost was their share in the bureaucracy. The decline in the number of Germans in public service was mostly due to the new requirement that all civil servants should be able to speak Czech.

All in all, in the 1920s and mid-1930s, neither the Czech nor the German populations displayed a radical, organic form of nationalism. Both groups were divided between right- and left-leaning factions that regularly cooperated with their ideological counterparts in the other group, and the German parties that favored irredentism were confined to the margins of politics. In fact, to an observer in the early 1930s, Eduard Benes’s depiction of Czechoslovakia as “the Switzerland of the East” was not a far-fetched analogy. Yet an observer looking back from the 1950s would find the analogy rather ill-fitting, for in less than a decade the Sudeten Germans had turned almost uniformly pro–Third Reich, collaborated with the occupying German forces, and were deported to Germany. How did the German leaders in Czechoslovakia shift towards Nazi Germany within a couple of years? How did the Czech leaders, who had adopted
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8. Ibid, p. 41.
9. Also see Erin K. Jenne, *Ethnic Bargaining: The Paradox of Minority Empowerment*
quite liberal policies toward the Germans throughout the 1920s and 1930s, decide to deport them from their territory?

Economic factors undoubtedly played a role. An important aspect of the Czechoslovak economic structure was that the Germans tended to dominate in the export-oriented light industries, whereas the Czechs dominated in heavy industry geared toward domestic consumption. The Great Depression and tightening international trade restrictions therefore took a higher toll on the German industries than the Czech ones. In the immediate aftermath of the Great Depression, rates of unemployment were higher in German areas than in Czech areas, and economic recovery arrived more quickly to the Czech regions due to an increase in the demand for military equipment. The government introduced social insurance measures to alleviate the effects of the Depression in Czech as well as German areas. In fact, the Germans received more than their national share of the benefits that the government provided to the unemployed. But high unemployment rates still urged some Germans to look beyond the mainstream parties.10

Yet the Sudeten German shift toward a more nationalist and pro-German attitude cannot be attributed to just domestic economic factors, as this trend continued and accelerated even after the German areas of Czechoslovakia recovered economically. The key driving force for the German population’s shift toward a radical platform was intervention from Germany. Organizations that aimed at preserving the identity of Germans in central Europe existed long before Hitler’s accession to power. Their main function was to ensure that the Germans located in central Europe remained culturally distinct, which in the future could help justify Germany’s claim to these territories. Among these, the main organization was the VDA (Society for Germandom Abroad), an association that professed to have cultural rather than political goals and busied itself with founding cultural societies in Czechoslovakia as well as elsewhere. After the Nazis came to power, they increased the funding for the VDA and created other organizations with more aggressive platforms such as the VoMi (Volksdeutsche Mittelstelle).11 Germany also influenced the German minority in Czechoslovakia by channeling funds through its consulates in various cities of Czechoslovakia. Intervention from Germany led to two notable changes in the structure of the German minority and its leadership. The first was a general shift away from political parties that concentrated on socioeconomic issues to parties with a nationalist platform; the sec-
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ond was an internal shift within the nationalist party from a moderately nationalist, autonomy-seeking platform to a radical, irredentist platform.

Reflecting these two changes, three important events shaped the future of German politics within Czechoslovakia. First, the German Nazi Party in Czechoslovakia disbanded itself in autumn of 1933, around the same time the German Nationalist Party was banned by the Czechoslovak government. Second, a new German party with a nationalist platform, the Sudeten Home Front (SHF), later named the Sudeten German Party (SdP), was formed in October 1933 under the leadership of Konrad Henlein. Third, the Nazi regime in Germany, which took over in 1933, decided to put its weight behind this new party, as opposed to other German parties. Through organizations such as the VDA and the German consulates in Czechoslovakia, the SHF was given substantial financial assistance on several occasions. For example, before the 1935 elections, the SHF received a large amount of financial assistance from the German Foreign Ministry.12

The assistance from Berlin also took more indirect forms. The German cultural associations that received financial aid from Berlin were encouraged to unite under an umbrella organization and were instructed to follow the SHF. These interventions from Germany bore fruit in the 1935 elections when the SHF, then renamed SdP, received 63.17 percent of the German votes in Bohemia and 56.12 percent of the German votes in Moravia and Silesia.13

Why was the German turn from a moderate to a nationalist platform so sudden? The answer is that despite the shift to the SdP in 1935, the change in German public opinion was not so sudden after all. In fact, it is unlikely that when the Sudeten Germans voted for the SdP in 1935, they were actually voting for a radical, irredentist platform. Many non-German observers of the SHF-SdP did not consider it a radical and dangerous threat to the state. Among these was the party with the largest vote share in Czechoslovakia, the center-right Czech Agrarian Party. The Agrarians considered the socialist and communist movements within the German community as more dangerous than the nationalist platform of the SHF, and provided financial and political assistance to the SHF on several critical occasions. In 1933 and 1934, Henlein met with one of the prominent leaders of the Czech Agrarian Party, Viktor Stoupal, and received large amounts of money to help the SHF overcome the left-leaning German parties in the elections.14 In addition, when the cabinet was considering whether to dissolve the SHF, the Agrarians strongly objected to such a policy. The decision was eventually left to the President of Czechoslovakia, Jan Masaryk, who decided to let the SHF participate in the elections. The SHF-SdP also had other unlikely allies. For example, Henlein traveled to Britain several times and was considered by the British a sensible

A politician who could be an important counter-weight to “the Communist threat” in Czechoslovakia.

Furthermore, it is questionable whether the leadership of the SHF-SdP was initially planning to turn into a pro-Nazi party. From before the 1935 elections to 1937, Henlein professed loyalty to the Czechoslovak State and followed a cooperative line toward the Czech parties. In 1934, the SHF issued a decision to fight against fascism, including fascism in the form of National Socialism. In October 1934, Henlein gave a speech in front of 20,000 spectators, proclaiming his loyalty to democracy and the Czechoslovak Republic and condemning pan-Germanism as well as pan-Slavism. Henlein also went a step further and entered into negotiations with the Czech Agrarians on a potential election coalition, but the two parties failed to reach an agreement.

One can dismiss the importance of these acts by arguing that they were mere tactics designed to calm the Czech leadership, rather than actions that reflected the true intentions of the SHF leader. It is important to note, however, that Henlein’s conciliatory attitude toward the Czechs was controversial within his own party and within the German nationalist leadership in general. As a matter of fact, he was heavily criticized by the more radical members of the SHF, as well as by the National Socialists in Czechoslovakia, for his willingness to cooperate with the Czech government.

The second important change in the leadership of the German minority in Czechoslovakia was the shift within the SHF-SdP toward a radical and pro-Reich nationalism. The core of the SHF leadership came from an organization called the Kameradschaftsbund (KB), formed by a small number of young Germans after the independence of Czechoslovakia. The KB was an exclusionary organization whose membership did not exceed 200–500 persons, but it provided the leadership cadre of the SHF, including important figures such as Walter Brand and Heinz Rutha. Most of these individuals had studied in Austria under Othmar Spann, who espoused an elitist, conservative, and anti-Marxist ideology, and they considered themselves Spann’s disciples. While not one of the leading members, Henlein also had strong ties with the KB.

The KB and the leadership of the SHF-SdP initially differed in important respects from the adamantly anti-Czechoslovak political parties, the National Socialists and German Nationalists. The KB members were traditionalist and pro-Church, and, more importantly, they were “interested in the unity of the Sudeten Germans within the context of the Czechoslo-

vak State.” The National Socialists, by contrast, were anti-Church and favored unification with Germany from the beginning. In the words of a German minister in Prague, “the National Socialists looked to Germany, whereas the KB wanted to create a Sudeten German man analogous to an Austrian.” Geographically, the strengths of the National Socialists and the KB lay in different regions. The KB had its stronghold in Northern Bohemia, where the professional German classes had close ties with Prague, whereas the National Socialists were stronger in western parts of Bohemia, particularly in the city of Asch, which had close ties with Germany.

The differences between the KB and the National Socialists were not lost on the Nazi regime. In a meeting in December 1933 held to determine how funds should be channeled to the members of the defunct German National Socialists, they decided that KB must be “ruled out in advance as unreliable” and should not receive subsidies from the Reich. Funds from Germany must have been quite important, because Konrad Henlein and Walter Brand travelled to Berlin, met with the director of the VDA, and convinced him to provide funds to the SHF-SdP. Meanwhile, the Berlin government started to consider SHF-SdP useful because its relatively moderate line made it more palatable for the Sudeten Germans and the Czechoslovak government.

Moreover, after the dissolution of the German National Party and the German National Socialists, some members of these parties joined the SHF-SdP. As a result, two factions, one KB and the other National Socialist, emerged within the SHF-SdP. These factions had important disagreements. For example, it was the KB-oriented members of the SHF-SdP who drafted the conciliatory speech that Henlein gave in 1934, a speech heavily criticized by the leaders with a National Socialist background, as well as by the more radical members of SHF-SdP such as K. B. Frank. The KB and National Socialist factions came into conflict on several other occasions. In the beginning, the KB side of the party, backed by Henlein, seemed to have the upper hand in these conflicts. This must have worried the Reich officials about the true nature of Henlein’s aims, as they demanded a declaration of solidarity with Germany. Henlein complied on June 21 in the Nazi stronghold of Asch, declaring, “it is essential that Prague should create a new, decent relationship to the entire German race, particularly to the German Reich...I prefer to be hated in the company of Germany than to draw advantages out of hatred of Germany.”

The friction within the SdP continued until the end of 1937. By then, the political context was completely different. Within Germany itself, for-
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mer allies of the KB leaders had lost their positions, and the VDA was replaced by VoMi under the leadership of Heinrich Himmler. In March 1938, the situation changed even further when Germany invaded Austria and declared the Anschluss. After these developments, the KB leaders and Henlein expressed their allegiance to National Socialism increasingly more vocally. Both opportunism and fear seems have played a role in this shift. The invasion of Austria made it clear that Hitler would soon move on Sudeten Germany, and those who wanted a career under the new regime were well-advised to follow a pro-Nazi line. At the same time, the mentor to many KB members, Othmar Spann, and his son were taken to a concentration camp after the invasion of Austria. Their harsh treatment signaled to the KB leaders the potential harm that might come from not fully complying with the Berlin line. The former KB members were not alone in these assessments. After the Anschluss, several formerly “activist” conservative political parties such as the German Agrarians and German Christian Democrats disbanded their parties and joined the SdP.

In sum, after the independence of Czechoslovakia, the Germans had highly diverse political leanings and organizations, most of which did not adhere to an extreme nationalist platform that favored unification with Germany. Even among nationalist Germans there was an important distinction between those that were for unification with Germany and those that sought to achieve complete autonomy within the Czechoslovak state. The intervention from Berlin—especially in the form of financial aid—fundamentally changed the structure of the German leadership by gradually unifying it on a radical platform that was ready to act as the ally of Germany within Czechoslovakia.

The Czech response to the growing radicalization of the German community was for a long time highly restrained. On the one hand, parties that adamantly refused to cooperate with the system, such as the National Socialists and German National Party, were banned after the Nazi accession to power in Germany. On the other hand, Czech politicians tried to turn the tide of German nationalism by letting the SdP function as a legitimate political party. Czech politicians also tried to appease the Germans in other ways. For example, in 1936, the Czechoslovak President Eduard Benes toured the German areas of Bohemia, attending cultural events such as the opening of a German theater and giving conciliatory speeches. In 1937, the Czech government also accepted a program outlined by the “activist” German parties, which expanded Germans’ rights within Czechoslovakia by increasing their representation in the public sector and securing government contracts for German-owned companies. However, the SdP rejected the plan.

In 1938, the relations between the SdP and the Czech government grew tenser. By then, Henlein was aware of the impending German invasion and was instructed from Germany to demand more until the Czech side could not accept the proposed reforms. Unable to reach an agree-

ment with the SdP and faced with a German revolt, on September 13 the Czech Army took control of the Sudetenland and declared martial law. In the aftermath of the takeover, the leading figures of the SdP, including Henlein, escaped to Germany, and the rest of the SdP members defected to a compromising position with the Czech government. These developments, however, were rendered insignificant with Germany’s invasion of the Sudetenland in November 1938 and then the rest of Czechoslovakia in March 1939.

The occupation of Czechoslovakia fundamentally changed the relationship between the Czechs and Germans and the Czech leadership’s approach to the German problem. From the beginning, the members of the German minority in Czechoslovakia were visibly involved in the occupation regime. K. B. Frank, a prominent SdP leader with close ties to Himmler, was chosen to be the State Secretary of the Protectorate of Bohemia and Moravia. The Sudeten Germans also played an important role in the lower echelons of the occupation administration. For example, the commissars running the cities were mostly Sudeten Germans.

Among Frank’s first actions were closing down Czech universities, theaters, and most Czech publications. After mass demonstrations in the summer of 1939, about 8,000 public figures were arrested. In response to student protests that took place in November 1939, nine leading student activists were shot and about 1,200 students were sent to concentration camps. Reinhard Heydrich’s appointment as the Reich Commissar to Bohemia and Moravia further increased the level of repression. The Czech Prime Minister and five other leading figures were killed in September 1941, and the number of executions and deportations to concentration camps increased. An important turning point was the assassination of Heydrich on May 27, 1942, carried out by parachutists who were sent from Britain. In a response that came to symbolize the brutality of the occupation for the Czechs, the Germans carried out 1,148 arrests, 657 summary executions, and razed a village named Lidice, killing all of its male inhabitants.

The policies of the German occupiers and Sudeten Germans’ visible connection to them had a profound impact on the Czech leadership. After the occupation, two groups of Czechoslovak leaders emerged. One was the resistance movement within Czechoslovakia, known as “the Central Committee of Home Resistance” (UVOD), dominated mostly by Social Democrats. The other was the government-in-exile in Britain, led by Edvard Benes, the Czechoslovak President at the time of the German invasion. Given that the experience of the UVOD members with the German occupation was more direct, it is not surprising that they were the first ones to advocate a complete deportation of the German population once the occupation was over. As early as 1940, UVOD incorporated the idea of the transfer of Sudeten Germans in its program. In September 1941, the
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UVOD newspaper declared, “the third republic will be a national state—it cannot tolerate any more the old conception of the minority policy.” 31

The leaders of the government-in-exile changed their opinions more slowly, but they also eventually converged on the deportation of the Germans. For example, in the winter of 1940–1941, they discussed several potential solutions for the German minority problem in Czechoslovakia. Among the proposals considered were the transfer of Czechs to German regions; the cession of some German territories, such as Asch and its surrounding area, to Germany; the forced assimilation of Germans, the deportation of Germans to Germany; and combinations of these policies. By the end of 1941, however, there was general agreement that any plan at the end of the war would involve a comprehensive deportation of Germans. In September 1941, Benes declared that he “accepted the principle of the transfer of populations”; in January 1942, he argued that “it will be necessary to rid our country of all German bourgeoisie, the pan-German intelligentsia, and the workers who have gone over to fascism.” 32

The gradual radicalization of the Czech opinion in exile can also be observed in their interactions with the Sudeten Germans, mainly German Social Democrats, who had also escaped the Nazi invasion of Czechoslovakia. Between 1940 and 1942, the leader of the German Social Democrats, Wenzel Jaksch, and Eduard Benes met at least four times. At the first meeting in August 1939, Jaksch offered to join the liberation movement in return for guarantees for a federal Czechoslovakia after the war, and Benes rejected the offer. The negotiations in July 1940 had more positive results: Jaksch declared solidarity with Benes, and Benes responded by inviting the German Social Democrats to join the State Council. By the end of 1941, however, Benes had to adjust this decision. At a meeting in September, he told Jaksch that they would need to postpone the joining of the Germans in the State Council because of the rising levels of repression in Czechoslovakia. Finally, by January 1942, cooperation with German Social Democrats was completely out of the question. In their last meeting, Benes told Jaksch that the events in Czechoslovakia and the demands of the underground movement made it impossible for the Germans to participate in any liberation movement.33

Given the gradual radicalization of the Czech leadership throughout the war, it was not surprising that once the German armies pulled out, the Czech leaders proceeded to implement ethnic cleansing against the Czechoslovak Germans. The deportation of the German population of Czechoslovakia took place in two episodes. The first episode started immediately after the Soviet forces entered Czechoslovakia and lasted until the Potsdam Conference in August 1945, which sanctioned the orderly transfer of Germans from Czechoslovakia as well as from Poland and Hungary. The deportations in this period were sporadic and carried out
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by the members of the Czech resistance with the aid of the Red Army. The second episode started after the Potsdam Conference and lasted until the end of 1947. During this period, orderly convoys of Czechoslovak Germans were organized and sent to Soviet- or U.S.-occupied German territory. By the end of 1947, a total of 3,200,000 Germans had been forced to leave Czechoslovakia, leaving Bohemia with virtually no Germans.  

The Ottoman State: From Multinational Empire to Ethnic Cleansing

At the beginning of the twentieth century, the Greek population of the Ottoman Empire lived in several areas. The largest concentrations were in the capital city of Istanbul, where 300,000–400,000 Greeks lived; the western regions of Anatolia, including the city of Izmir, where 300,000–500,000 Greeks lived; and Thrace and Macedonia, where about 600,000 Greeks lived. There were also significant Greek populations in the province of Trabzon in Northeastern Anatolia, in Central Anatolia, and in the area around the city of Bursa. In total, the Greeks constituted about 14 percent of the Ottoman population in the early twentieth century.

The main factor that historically held the Greek community together was the practice of Orthodox Christianity and its place in the Ottoman system. As part of the millet system, the Greek Orthodox Church had extensive privileges, which basically allowed it to organize the internal affairs of the Orthodox population. These privileges included a court system responsible for resolving intra-communal disputes, authority over the education of the Orthodox population of the Empire, and the right to collect taxes from this group. Historically, the entire Orthodox population of the Ottoman Empire, including Bulgarian and Serbian speakers, had been under the jurisdiction of the Orthodox Patriarch. By the 1900s, however, the picture had changed; the Serbs had gained their independence and, to curb the power of the Orthodox Patriarch in the face of territorial demands from the Greek state, the Ottomans had allowed the Bulgarians to form their own Exarchist Church with similar rights to the Orthodox Patriarchy. Hence, by the beginning of twentieth century, the overlap between the Greek national identity and membership in the Orthodox Patriarchy was tighter than it had ever been.

The Ottoman Greeks had historically played an important role in both the Ottoman administration and the economy. Immediately after Greek independence in 1821, there was a certain decline in Greek predominance


in the Ottoman administration. But in the 1850s, the Greeks still had highly significant positions in the Ottoman administration, especially in the diplomatic corps, and represented the Ottoman Empire against foreign countries, including Greece. Economically, the Greeks were the most active segment of the Ottoman middle class; they dominated sectors such as shipping, mining, commercial agriculture, and banking. They played a substantial role in the economy of the wealthiest regions of the empire, such as the Aydin Province and Istanbul.

In the second half of the nineteenth century, the Ottomans made a halfhearted attempt to “Ottomanize” the Greek population, along with the other minorities of the empire. The first steps toward this direction were taken with the declaration of the Edict of Tanzimat in 1839 and the Gulhane Hatti Humayun in 1856. Both documents declared the Greeks and other Christian communities to be equal citizens of the empire and gave them the right to serve in the army. The latter policy was potentially important because the Christian population had previously been excluded from serving in the army and had been forced to pay an additional tax instead. In the following years, other laws were passed, including ones extending state control over education and controlling brigandage in the countryside. However, most of these reforms remained on paper, and the communal structure of the Ottoman society survived more or less intact until the twentieth century.

Demographic changes in the empire also reflected the Ottoman attitude toward the Greeks at the time. During the period between 1831 and 1881, the Greek population grew by 2 percent per year, whereas during the same period the Muslim population remained roughly the same. The growth in the Greek population was especially significant in the Western regions, particularly in the Aydin Province. For example, in the city of Izmir, the Greek population grew from 20,000 in 1830 to 200,000 in 1910. What is noteworthy is that in addition to the natural population increase, the rise in the Greek population resulted from emigration from mainland Greece. Remarkably, the Ottoman Empire encouraged such immigration to attract occupants for unused land in western Anatolia. Hence, if the demographic policies of the empire are a guide, in the second half of the nineteenth century, the Ottoman State did not consider the existence of a substantial Greek population on its territory to be a problem.

With the exception of a short-lived experience with Parliament in 1877–1878, the Ottoman State remained strictly authoritarian until 1908. There were, however, several groups that sought to introduce a parliamentary system and curb the powers of Sultan Abdulhamit. Some of
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these “Young Turks” were located in Western European capitals. This émigré group was divided between those who preferred a more centralized political system and those who envisioned an economically and politically decentralized one. A second part of the Young Turk movement was a group of young officers, who formed a secret organization—the Committee of Union and Progress (CUP). In 1908, this organization started a rebellion in Macedonia, which the Sultan could not crush. In July 1908 of that year, Abdulhamit was forced to sanction elections for a new Parliament.

As a result of the transition to a more democratic system, the fault lines in Ottoman politics became more visible. On one side was the CUP, which favored a centralized political system and sought to curtail the privileges of religious institutions, whether Muslim or Christian. The CUP’s view on the Christian minorities, such as Greeks, was an extension of its more general ideology: it wanted to achieve a system in which the minorities would enjoy equal rights with the Muslims and, in return, it expected the Christian minorities to adopt an Ottoman identity that would trump their communal identities.40

With the benefit of hindsight, such an expectation on the part of the CUP leaders appears naïve and doomed to failure. Yet in 1908, there was some euphoria among Turks and Christian minorities about the new political system and its promises. After all, Greek and Bulgarian Christians had supported and welcomed the rebellion in Macedonia.41 There were also some signs that the new constitution might lead to a decrease in the Greek and Bulgarian nationalist activity that had afflicted Macedonia in the last decade. For example, both the Bulgarian and Greek bands that were operating in Macedonia halted their activities after 1908.42 The optimism at the time is well-illustrated by the words of a Greek observer in Macedonia, Athanasios Souliotes, who played an important role in Ottoman Greek politics: “the fact that a promise that was not particularly sincere could cause people of different nations that used to look at each other with suspicion to fill the streets holding hands convinced me that nations with so much in common could always find ways to cooperate, join forces, and live in amity.”43

The second faction in Ottoman politics was an odd coalition of liberals and the religious elite that assembled to counter the CUP. What bound these forces together was a dislike for the centralist paradigm espoused by the CUP and a preference for a more decentralized system allowing for religious and communal autonomy. By implication, this faction favored
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retaining the communal privileges of Christian minorities, rather than pursuing policies that sought to “Ottomanize” and secularize them along with their Muslim counterparts.

This faction formed two political parties. The first one, Ahrar Fırkasi (Liberal Party) was formed in September 1908. This party, however, proved to be short-lived, because it got involved in an attempted coup that was organized by a combination of religious officers and elite on April 13, 1909. The attempted coup was crushed by military units who arrived from the CUP stronghold of Macedonia and were sympathetic to this party. In the aftermath of the coup, the CUP used its regained strength to force the Liberal Party to dissolve itself. In 1911, the “liberal group,” most of whom were already in the Parliament, formed yet another political party, named the Freedom and Unity Party (FU). The FU had some initial success in the intermediary elections of 1911, but its performance in the general elections of 1912 was mixed, not least due to CUP’s violent tactics during the elections. The FU’s importance, however, lay not in its electoral success but in the fact that there were a lot of individuals in the cabinet, as well as in the Parliament, who were not officially members but were nevertheless sympathetic to its political agenda.

Both the CUP and the FU were willing to cooperate with minorities for ideological reasons and to increase their political support against each other. The FU was widely supported by several Muslim minority groups such as the Arabs and Albanians, and it also succeeded in acquiring the support of the Greek leadership. When the FU was being established in 1911, the members of the Greek Party in the Parliament (MPs), which included sixteen of the twenty-six Greek MPs, were actually invited to join the FU. The Greek parliamentarians did not want to officially join the FU, but they agreed to work closely with it against the CUP, and to this effect they assigned two MPs who were responsible for regulating the relations between the Greek Party and the FU. The FU members, the members of the Greek Party, and representatives of other nationalities met regularly in order to coordinate their activities against the CUP. In addition to these regular meetings, there were election coalitions between the Liberal Party and the Patriarchate in 1908 and the FU and the Greek Party in 1912.
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For its part, the CUP also made attempts to cooperate with the Greeks but, due to its centralizing tendencies, its relations with Greek leaders proved to be more difficult. The first potential conflict arose right after the 1908 revolution, when the Greek Patriarch, fearful of CUP’s impact on the Patriarchy and the Greek community, asked the Ottoman Court (Sublime Porte) to guarantee the traditional millet privileges. In order to allay the Patriarch’s fears, the CUP sent a representative known for his liberal views to reiterate that the CUP did not intend to encroach on the Patriarchy’s privileges. The second problem emerged on the eve of the first parliamentary elections in 1908, when some of the Greek residents of the empire were not given the right to vote in the elections. Some of these people were actually foreign subjects; others had avoided registering as citizens because doing so would have obliged them to pay high taxes or serve in the army. On this occasion, the CUP decided to act as the intermediary between the Porte and the Patriarch and sent a delegation to the Patriarch composed of two Muslims and one Greek. In the negotiations, the Patriarch was offered representation in the Parliament proportional to the share of Greeks in the population. Though the Patriarch initially responded positively toward this offer, the conflict over voting rights and Greek representation in the Parliament was not totally resolved.

The relations between the Greek leaders and the CUP got considerably worse after the Greek Party allied itself first with the Liberal Union and then with the organizers of the coup attempt in April 1909. After the CUP regained power, it passed several resolutions that severely restricted the privileges of the Greek and other Christian communities. These resolutions included an educational reform that restricted communal rights, as well as the conscription of the Christians to the Ottoman Army without the option of paying to get out of service. These laws, however, were quickly rescinded in 1911. Part of the reason for CUP’s change of heart was the formation of the FU and the potential threat that it posed to CUP’s supremacy. To counter the FU threat, the CUP once again switched to a policy of conciliation with the Greek leaders. Prior to the elections in 1912, it sent a delegation to the Greek Patriarch and proposed to form an election coalition in return for several concessions, such as increasing the number of Greek MPs in the Parliament and giving the Minister of Justice position to a Greek politician. This offer, however, was declined by the Patriarch under pressure from the Greek Party in the Parliament, which preferred to enter into an agreement with the FU. However, this decision was not unchallenged, and several Greek parliamentarians preferred to enter the elections on the CUP list.
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The Greek community of the Ottoman Empire had its own political factions that evolved over time. In the 1850s, there were two main blocs. One, promoted by the Patriarchy, civil servants, and wealthy merchants, favored the existing status quo within the Empire. Another, supported by middle-class professionals, looked to the Greek state for guidance. After the Greek defeat in the 1897 Greco-Turkish War, the attitude of the second faction started to change for two reasons. The first was the general disappointment in Greece’s performance in the 1897 war; the second was the growing competition between the Orthodox Patriarchate and the Bulgarian Exarchate in Macedonia. As a result of these factors, a new outlook, which sought to endorse “Hellenism” within a multinational Ottoman Empire rather than joining the Greek state, took precedence. This idea was promoted by two Greeks from mainland Greece, Ion Dragoumes, a diplomat, and Athanasios Souliotes. With support from the Foreign Ministry of Greece, Dragoumes and Souliotes also established the Society of Constantinople, which quickly gained a stronghold in the Greek population of Istanbul. The Society of Constantinople was actively involved in the formation of the Greek Party in Parliament and continued affecting its policies throughout its existence. Initially, the relations between the Society of Constantinople and the Patriarchy were strained due to the secular nature of nationalism endorsed by the Society. However, the two institutions grew closer in the face of the CUP policies that challenged the political agenda of both groups, and they agreed on an election coalition with the FU.

In early twentieth century, another Greek faction, which preferred to cooperate with the CUP rather than the FU, also emerged. The members of this faction believed that the best way to further Greek interests was to form an alliance with the CUP. As a result, ten out of the twenty-six Greek deputies in the Ottoman Parliament did not join the Greek Party. These deputies and several other Greek leaders also parted with the Greek Party’s common decision to enter an election coalition with the FU and, instead, entered the elections on the CUP list. After the elections, the number of Greek delegates in the Parliament was reduced to sixteen, and most of these were on the CUP list. However, the success of the CUP supporters should not be taken as a strong indicator of the actual backing they enjoyed in the Greek community, because the CUP used extensive intimidation against the opposition parties in the 1912 elections. Nevertheless, it is noteworthy that a substantial number of Greek deputies were ready to collaborate with a party that openly challenged the traditional privileges of the Greek community.
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The policies of Greece had an important impact on the Ottoman Greek population in general and their leadership in particular. Organizations from mainland Greece were highly influential in developing a standardized identity that united the Greeks of the Ottoman Empire.\(^{56}\) The main tool for this type of influence was education. Starting in the second half of the nineteenth century, individuals and organizations from mainland Greece established schools in Anatolia with curricula similar to that of schools in Greece. These schools, as well as other organizations such as literary societies, were also actively supported and formed by the Greek consulates that existed in various cities of the Ottoman Empire.\(^{57}\) Another important factor was the large number of Ottoman Greeks who went to mainland Greece for university education and then came back to the Ottoman Empire. These students typically received financial assistance from the University of Athens, various Greek banks, and the state itself.\(^{58}\)

Another tool for promoting Greek identity was cross-border violence, specifically in Macedonia. In the first decade of the twentieth century, Greek and Bulgarian nationalists were in intense competition for the “identity” of the largely Slavic speaking population of Macedonia. The main criterion used to define “Greekness” or “Bulgarianness” in this context was membership in the Orthodox Patriarchy or the Bulgarian Exarchist Church. In order to sway the population of Macedonia toward “Greekness,” the Greek State engaged in several policies. It aided the formation of bands by some Greek Army officers, who then crossed the border to Macedonia and organized the local population to counter similar formations by the Bulgarians. The activities of these bands, as well as the provision of arms, personnel, and espionage services, were organized by the Greek consular offices in major cities such as Monastir, Serres, Kavala, and Thessaloniki.\(^{59}\) This network of institutions used several tactics to convert the local population to “Greekness.” For example, they urged the population to boycott the shops of those individuals who adhered to the Exarchist church or they provided gifts and loans to those who willingly came back to the fold of the Patriarchy. When such “peaceful” strategies did not work, they also used strategic killings, beatings, and damage to private property.\(^{60}\) The extensive campaign in Macedonia eventually succeeded in turning the tide of Bulgarian nationalism. But Greek-Bulgarian rivalry also divided Macedonia into “Bulgarian” and “Greek” areas and provided the setting for the mutual massacres and deportations that occurred during the Balkan Wars.
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Greece also shaped the leadership and political alliances of the Ottoman Greek community. For example, prior to the elections in 1908, the Greek consular officials throughout the Ottoman Empire signaled their preferred candidates. In addition, the Greek Foreign Ministry was involved in the establishment of the Society of Constantinople, as well as the Greek Party in the Ottoman Parliament. Politicians from mainland Greece also used their resources to affect the decisions of the Greek delegates in the Parliament by signaling that those candidates who did not enter the 1912 elections on the Greek Party ticket would not enjoy the backing of organizations financed from Greece.

The Ottoman Empire faced two episodes of occupation by the Greek Army. The first, the Balkan Wars of 1912–1913, resulted in the loss of all territory in Europe except for Eastern Thrace; the second, the Greco-Turkish War of 1919–1922, resulted in the crumbling of the Empire and its replacement with the Turkish state. In each instance, the links between local Greeks and the occupying armies transformed the Ottoman Turkish elite’s ideas about minorities. As already discussed, the fault lines between different communities in Macedonia had been drawn prior to 1912 due to the rivalry between Greece and Bulgaria. Once the war in the Balkans became imminent, the links that Greece and Bulgaria had formed with local Macedonian leaders throughout the 1900s became relevant again.

Such links were used for two purposes. First, before the war, some Greek volunteers who had already done work in Macedonia before 1908 were sent back to organize the local population. A good number of the local leaders responded to the call of these volunteers. Second, these types of “unofficial” bands, which were formed not only by Greeks but also by Bulgarians and Turks, played a significant part during the war. They participated in the burning of villages and the killing of the civilian populations whom they considered to be on the “wrong” side of the war. Significantly, such activities were not the result of an age-old “ethnic hatred” that afflicted the populations of this area. They were a result of the fact that three states—the Ottomans on the defense, the Greek and Bulgarian states on the offense—had followed a conscious policy of dividing the population of Macedonia for decades in an effort to accord legitimacy to their territorial claims.

The Balkan Wars had a profound effect on the Young Turk movement, especially on the members of the CUP. To appreciate this effect, one has to recall that the birthplace as well as the initial stronghold of the CUP was Macedonia. Hence, after the Balkan Wars, the CUP began a deep search for the causes of the defeat that had led to the loss of Macedonia as well as Western Thrace. As a result, the CUP leaders made two important changes to their prior policies. First, they completely suppressed the opposition and took over the government through a coup. In fact, the CUP coup hap-
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happened as the Second Balkan War was ongoing, with the alleged reason that the current government, dominated by the opposition, could possibly cede the city of Edirne in Eastern Thrace to Bulgaria. To stop the government from surrendering Edirne, two leading CUP members went to the Parliament and forced the government to resign, shooting the Minister of War in the process. After this event, the main opposition party, the FU, dissolved itself, arguing that it did not wish to challenge the government during times of war.

The second important change to the CUP policy was that the party halted any efforts to collaborate with the Greek Party or the Patriarchy and adopted a policy of partial but forced deportation of Greeks in Thrace and the western regions of the Empire. This decision was guided by the emerging belief among the CUP leadership that “in order to end the trouble with the smaller Balkan states, they had to end the existence of populations that encouraged these states to seek territory from the Ottoman Empire.”

Members of the CUP also expected that after the Balkan Wars, the Greeks would push toward the Aydin Province on the Aegean coast. In case of such an event, the CUP wanted to avoid the repetition of the events in the Balkans. To implement its new policy, the CUP suggested an exchange agreement with the Greek government through which the Muslim population of Macedonia would be exchanged for the Greeks in the Aegean Islands, Aydin Province, and Eastern Thrace. The Greek government initially rejected this suggestion. But to force the hand of the Greek government, the CUP began to deport some Greeks in the western territories anyway, and the CUP turned a blind eye when Muslim refugees arriving from Macedonia and Western Thrace harassed Greeks on Ottoman territory.

Eventually, the Greek government agreed to the exchange in 1914, but the beginning of the World War I interfered and the agreement was not put into effect at the time. Nevertheless, in 1914, prior to World War I, about 100,000 Greeks from Eastern Thrace and Western Anatolia were deported to Greece or inner Anatolia.

The second episode of Greek occupation started in May 1919, after the Ottoman defeat in World War I. The occupation was initially confined to the Izmir Sancak of Aydin Province, which was home to more Greeks than Muslims. But it soon extended to inner Anatolia as well as Eastern Thrace, where the majority of the population was Muslim. Soon after the invasion, several incidents increased the tension between the Turks and Greeks. In the first few days after the occupation of Izmir, several Turkish soldiers were apprehended and killed. In addition, the local Greek population, with the backing of the Greek Army, engaged in looting, beatings, and occasional killings of the local Muslim population. In other coastal
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towns, there were skirmishes between Turkish resistance groups and local Greek bands aiding the Greek Army. During some of these clashes, Greek forces deported the population of Turkish villages and then burned the houses. In Izmir and the surrounding area, such events stopped after the appointment of Aristidis Stergiadis as the Governor of Izmir. Yet, similar events continued in Eastern Thrace, Bursa, and the area around Istanbul.

The most important result of the occupation of Anatolia and the helplessness of the Istanbul regime against it was the emergence of a new leadership under the guidance of Mustafa Kemal. The goal of this leadership was to unite the various resistance movements in Anatolia and fight back against the occupying Greek, French, and Italian armies from a base in Ankara. The leaders of the movement were not entirely new to Ottoman politics; many of the leading figures, including Mustafa Kemal and Ismet Inonu, had been members of the Young Turk movement. What distinguished them from the previous leadership was that before 1919 they had not been involved in the political decision-making processes; instead, most of them had served as officers in the Ottoman Army. Since these individuals were not directly involved in politics prior to the occupation of Anatolia, it is difficult to correctly identify what policies they would have preferred on issues involving the Greek minority prior to 1919.

However, by 1922, the Ankara leadership, now quickly gaining ground against the Greek armies, sought to expel the Greek minority from the entire territory of Anatolia. As early as March 1922, the Ankara government told the British government that they were ready for an exchange of populations between the Greeks of Asia Minor and the Muslims of Greece. The limits of the proposal were further clarified when, in October 1922, the envoy of the Ankara Government met with Fridtjof Nansen and reiterated that “the Ankara Government only permitted him to negotiate total and enforced exchange of populations.” This policy was put into effect after the Turkish Army won the war. In the regained areas, the Greek population was given a matter of weeks to leave, and young, able-bodied men were recruited for labor battalions; those who survived were then sent to Greece. Apart from the forced expulsions, large numbers of Greeks fled

68. Bilge Umar, Yunanlıların ve Anadolu Rumlarının anlatımıyla İzmir savaşı. (İstanbul, Turkey: İnkılap, 2002).
71. Ibid.
73. Ibid., p. 61.
74. Ibid., p. 61; and Onur Yildirim, Diplomacy and Displacement: Reconsidering the 0Turco-Greek Exchange of Populations (New York: Routledge, 2006).
in anticipation of the approaching Turkish Army. Hence, by the opening of the Lausanne Conference in November 1922, which eventually stabilized the borders between Greece and Turkey, Greece had already received a large number of refugees from Anatolia.

An exchange agreement regarding the Greeks of Anatolia and the Muslims of Greece was one of the hotly debated issues in the Lausanne Conference. The Greek side favored an agreement that would leave the Orthodox Patriarchy, along with the Greek population of Istanbul, in Istanbul. The Turkish side favored a complete deportation of all the Greeks of Anatolia, including the Istanbul Greeks. Eventually, the Turkish side reluctantly agreed that the Istanbul Patriarchy and the Greeks of Istanbul would stay in Turkey in return for leaving the Muslims in Western Thrace in Greece. In the end, the Muslim population of Greece, except for those in Western Thrace, was exchanged for the entire Orthodox population of Anatolia, except for those in Istanbul.

Conclusion

This study started with the question of whether and how the depth of ethnic cleavages plays a role in the process that leads to ethnic cleansing. I argued that deep ethnic cleavages do not play a significant role in this process, as it is primarily the conflicts between states that cause interethnic relations to deteriorate prior to episodes of ethnic cleansing.

Broadly, the theory has three observable implications. First, in times of peace, both majority and minority groups are divided along political cleavages other than ethnicity. Second, during periods of peace, different ethnic groups cooperate along non-ethnic cleavages; this cooperation ceases to be an option once outside states form alliances with minority groups during times of war or occupation. Third, when faced with expansionist threats by states allied with minority groups, majority politicians that are friendly to such minorities either become hostile or are replaced by more radical leaders.

The two cases examined here generally fit the expectations of the theory. Throughout the interwar period, the Czech politicians on both the left and the right consistently cooperated with their German counterparts and provided the German community with extensive rights. Only after the German invasion and collaboration between local Germans and the occupiers did these politicians converge on forced deportation as a way to deal with the German minority. Similarly, the two major factions of the Young Turks (the Liberals and the CUP) tried to lure the Greeks into their fold and did not seriously consider using ethnic cleansing until after the Balkan Wars. Finally, the switch to forced expulsions came as a result of the two episodes of Greek invasions, first during the Balkan Wars and then after World War I, during which the potential of cooperation across ethnic groups disappeared as an option.
This study also focuses on the question of how minority groups form alliances with outside states. This question is theoretically important because it addresses the possible claim that the depth of ethnic cleavages determine whether or not minority groups ally with outside states. This chapter suggests two conclusions. First, the idea that deep ethnic cleavages on their own can push the minority to form an alliance with an outside state is empirically wrong. Minority groups such as the Germans in interwar Czechoslovakia and the Greeks in the Ottoman Empire were among those with the deepest differences from the majorities in the countries of their residence. The Sudeten Germans had been members of the dominant ethnic group within the Austrian Empire and had enjoyed access to all levels of education in German, as well as a host of other political and cultural organizations. The Greeks in the Ottoman Empire were officially defined as part of the Orthodox millet, which was legally separate from the Muslim majority and enjoyed several privileges.

Yet even in these contexts, the minority leadership was split between those who favored collaboration with the outside state and those who did not. What made the difference was intervention from Germany and Greece, which shaped the leadership of the minorities so that they became more open to forming an alliance with these countries. In Czechoslovakia, financial and organizational aid from the Reich gradually shifted the power from political parties which had a non-nationalist platform to the nationalist SHF-SdP. Policies of Greece played an important role in the organization of the Greek Party in the Ottoman Parliament, as well as in the generation of a network of organizations, especially in Macedonia, that could be mobilized in case of a war. Thus, even in these cases of deep ethnic cleavage, alliance formation with the minority required a good deal of work on the part of the expansionist state.

This chapter makes several important observations. First, during peacetime, ethnic groups have significant internal divisions, and they cooperate with the members of other ethnic groups against their co-ethnics. Second, ethnic cleavages trump other political divisions, and relations between ethnic groups deteriorate as a result of alliances between minority ethnic groups and territory-seeking states. Third, outside states initiate and sustain the formation of alliances by strengthening the factions within the minority ethnic groups who are open to alliance formation. More systematic analysis, including statistical tests and detailed studies of other cases, is needed to establish these points more conclusively. However, the analysis here strongly suggests that focusing on interstate competition is a better way of explaining ethnic cleansing than focusing on age-old ethnic differences and their assumed impact on interethnic relations.

This chapter explains how states choose nation-building policies. Specifically, I focus on the strategic choice to use exclusionary state-planned nation-building policies toward non-core groups\(^1\) instead of assimilating them or granting them minority rights. I define nation-building as the process whereby ruling political elites attempt to make the political and the national units overlap.\(^2\) To achieve this overlap, these elites construct and impose a common national identity on the population of the state. Legitimacy in the modern state is connected to popular rule and thus majorities. Nation-building is the process through which these majorities are constructed.

Some countries are, or are at least thought of as, more homogeneous than others. For example, Japan is more homogeneous along ethnic and religious lines than Bosnia-Herzegovina or Nigeria. We know that countries that are considered homogeneous today were not necessarily so in the nineteenth century. For example, in Italy during the 1860s, “only 3 per
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cent of the population spoke the north Italian version elevated to official status, and no more than 10 per cent understood it.” 3 Things in Italy are quite different today. The consensus in the literature is that this homogeneity has been constructed. 4

Within existing state borders, a wide range of possible strategies can lead to a more homogeneous country. Once a government of a modern nation-state decides who constitutes the core group and what the criteria of inclusion are, it pursues policies to construct a homogeneous nation-state. But how do ruling elites choose among these policies? What explains variation in nation-building policies across groups and over time? Many arguments, ranging from ethnic antipathy, racism, and ethnic dominance to strictly security considerations, have been proposed to explain aspects of this variation. 5 Many of the existing theories, however, focus on explaining the occurrence of the most violent state policies such as genocide, mass killing, or ethnic cleansing. 6 As a result, they end up over-aggregating the different “peaceful” outcomes under the residual category of “non-violent.” As Stevan Pavlowitch notes, “There is a fascination with victims: the massacre of populations is more interesting than their daily


lives.”7 The argument I advance in this chapter accounts for both violent and non-violent policies toward non-core groups.

I propose a categorical conceptualization of nation-building which posits three possible state policies: assimilation, accommodation, or exclusion.8 The ruling elites can pursue educational, cultural, occupational, marital, demographic, political, and other state policies aimed at getting the non-core group to adopt the core group’s culture and way of life. This is assimilation. Alternatively, they can retain the non-core group in the state, but grant the group special minority rights. Certain “differences” of the non-core group are respected, and institutions that regulate and perpetuate these differences are put in place. This is accommodation. Finally, they can physically remove the non-core group through population exchange, deportation, or mass killing. This is exclusion. Exclusionary policies are the most violent. Assimilationist policies could be either violent or non-violent. Accommodation refers to non-violent policies. What distinguishes these policies is the different intention behind each. Despite the voluminous literatures on national integration, state-sponsored nationalism, and nationalist movements,9 there is no theory that specifies the conditions under which a state is likely to assimilate, accommodate, or exclude a non-core group.

Following World War I, modernization theorists discussed national integration as a by-product of industrialization, urbanization, and political development. They emphasized the importance of economic transformations for identity change and suggested that national integration is a

8. To be sure, these policies are not always terminal. For instance, a government that pursues a policy of assimilation in T₀ might choose deportation or genocide in T₁.
result of these processes. But these theories never specify who pursues these policies and in what fashion. This set of theories gives little attention to direct state involvement in the process of nation-building. As Anthony Smith put it, “the role of the state is simply to act as a handmaid of history, whose goal is a world of large-scale nation-states or regions.”

Later generations of social scientists provided microfoundations for the various modernization theories. These studies embraced the unplanned character of national integration posited by the modernization theorists. Their work, inspired by methodological individualism, focused on the calculations individuals make with respect to identity choices. However, individual-level decisions are always structured by the context of state policies. Without a theory that accounts for variation in state-planned policies toward non-core groups, we cannot have a complete theory of nation-building; the “supply side” of the phenomenon is under-theorized.

To address some of these shortcomings and enrich our understanding of the “supply side” of nation-building, my argument focuses on the importance of international, geostrategic concerns for nation-building policies. “Minorities” are often used as a pretext to fight expansionary wars or to destabilize neighboring countries, triggering specific—and predictable—policy responses by the targeted states. I argue that a state’s choices of nation-building policies toward non-core groups are driven by its foreign policy goals and interstate relations. The foreign policy goals of a host state may be revisionist or status quo. For purposes of this chapter, revisionist states have lost territory in war and are unhappy with the international status quo; their foreign policy goals are focused on overturning it. Status-quo states have gained territory in war, are content with the international distribution of resources and want to preserve it. Interstate relations can take the form of rivalry or alliance; these in turn are influenced by—but independent from—international alliance blocs.

I make four predictions. First, a host state is more likely to exclude a non-core group when the state has revisionist aims and the group is backed by a rival state. Second, a host state is more likely to assimilate a non-core group if the state favors the status quo and the non-core group is supported by a rival state. Third, a host state is more likely to accommodate a non-core group if that group is supported by an allied state. Fourth, assimilation is more likely if the non-core group has no external support. Figure 4.1 depicts these predictions.

13. For more details on the logic of the theory outlined here, see Mylonas, Assimilation and its Alternatives, chap. 1.
My contribution to this volume is organized into three sections. In the first section, I discuss two prevalent problems that scholars of nation-building policies face: the politics of “counting people,” and the tendency to conflate intentions and policy outcomes. In the second section, I use material from my research on the Balkans to test part of my argument and illustrate the ways in which I address these problems. Finally, I conclude by exploring the implications of my argument for nation-building policies today.

**Methodological Problems in the Study of Nation-building Policies**

Scholars who study state-planned nation-building policies and the reactions to these policies have been faced with two fundamental problems: the politics of “counting people” and distinguishing intentions from policy outcomes. The first issue refers to the difficulties and politics involved in three interrelated choices: identifying a group as an “ethnic group” or a “minority,” deciding on an estimate of its population, and studying it as a relatively unitary and homogeneous entity. The most common methodological problems resulting are selection bias and over-aggregated actors. The second difficulty refers to the “revealed preferences problem” in the social sciences, namely the practice of inferring an actor’s intentions by taking statements at face value or just observing the outcomes on the ground. Disentangling the relationship between intentions, policies, implementation, and outcomes is necessary to understand the process of nation-building. Both of these challenges hinder the study of state-planned nation-building policies. Not addressing them in our research can lead to wrongheaded theories. This chapter stands as a critique to studies in comparative politics and international relations which fail to address these problems.
The Politics of “Counting People”

The politics surrounding statistics on “ethnic minorities” is an extremely problematic aspect of the study of nation-building. First, whoever is doing the counting many times determines the results. Second, even if we assume that the existing statistics on ethnic composition are accurate, we can never be sure that the categories used in a census were the most salient ones for the people on the ground. For example, depending on which dimension the state census committee chooses to highlight—religious affiliation, mother tongue, regional identity, racial categories, or ethnic background—it can produce a very different “ethnic structure.”

An aggregate approach to issues related to nation-building is precarious and cannot serve as the final word. Using census data to explain nation-building policies is, to an extent, confusing the outcome for the cause. Census data on “ethnicity” are part and parcel of nation-building policies and so are maps and atlases. The obvious case is that of groups which are not represented in census categories and are thus muted.

Take the Ottoman Empire, for example, which granted official status only to religious communities (millets). The Ottoman censuses record Muslims, Orthodox Christians, Gregorian Christians, Jews, and later on Catholics and Protestants. Ottoman statistics provide no information about language, cultural difference, or national consciousness. In the Balkan Peninsula in particular, this meant that Muslim Albanian-speakers, Tatars, Turkish-speakers, Donmehs (Jewish converts to Islam), and other Muslim groups were all under the broad “Muslim” category. Similarly, all Christian Orthodox people—Slavic-speakers with various national affiliations, Albanian-speakers, Greek-speakers, Vlach-speakers, Sarakatsans, and so forth—were considered members of the “Rum” millet, represented by the Greek-dominated Patriarchate in Istanbul.

The transition from empire to nation-state occurred in the nineteenth and twentieth centuries, and with it a transition in the relevant recorded categories occurred. The same inhabitants of these territories were now aggregated with respect to language or a notion of national consciousness that was, at least initially, vague. This was the face of modernity in the region. Modern states in Western Europe recorded language use and national origin in their censuses, and the Balkan states followed suit in order to be on equal footing and to try to prove their historical rights to disputed territories. In the hands of the ruling political elites of the Balkan states, the census was part of a broader war for the hearts and minds of the newly incorporated rural populations.

Most studies rely either on census categories or on material produced by the elites of “oppressed” groups. Both sources are inadequate on their own if our research question has to do with state-planned nation-building policies. For example, when we use census data, we are likely to get de-

flated population estimates of most non-core groups and no estimates for the ones that are targeted with assimilationist policies. Similarly, if we try to discern the ethnic makeup of a country or a region using material produced by the elites of non-core groups, we often encounter propaganda that inflates the numbers of non-core groups. In this latter case, however, what is more disconcerting is that we are not capturing any of the non-core groups whose elites have been successfully co-opted, or any non-core groups with no elites. Selection bias is therefore almost unavoidable.

How can we overcome this situation where available statistics are capturing host states’ nation-building policies instead of realities on the ground? One way to avoid this bias is to shun data from conflict-ridden territories until a fair amount of time has passed. Biased estimates and census manipulation are much more likely in contested areas. Focusing on such cases only exacerbates the problem. Detached historical research can put things into perspective. For example, Yugoslavia and Austria both claimed Carinthia for the first half of the twentieth century. According to the Austrian census of 1951, there were only 7,000 Slovenes in the Klagenfurt area of Carinthia, while the Yugoslavs claimed that there were more than 35,000. What accounts for this discrepancy? The Austrian census grouped people by “language used daily” into nine identity categories: “German, Slovene, Windish (a Slovenian dialect), and six combinations of the three.”\textsuperscript{15} Scholars had no way to tell how many “Slovenes” were living there. Moreover, the population inhabiting Carinthia could be grouped in various different ways depending on the census question. Data from contested territories are unreliable; scholars studying such areas should be upfront about the various sources of bias.

Another solution involves looking at census data that were produced prior to significant political changes in a region. In the case of Southeastern Europe, I overcame several problems with the help of the Ottoman censuses from the nineteenth century, as well as confidential diplomatic reports prior to World War I.

The ideal solution, however, is to move our attention to state policymakers and take their perceptions seriously. The ruling political elites, who are central to the planning of nation-building policies, know that they cannot ignore non-core groups. These governmental officials, ministers, and governors write reports and confidential documents concerning groups of people that rarely come up in censuses. They are treasures for both building and testing hypotheses. In the empirical section of this chapter, I rely primarily on such sources.

**Intentions vs. Outcomes**

In the nation-building process, intentions, policy choices, and policy outcomes are definitely linked, yet intentions are not always translated into policy choices, nor do those choices always produce the desired outcome. Moreover, policy choices are sometimes a function of capabilities and not of intentions. For example, the latter are sometimes veiled because of external intervention by an international organization or a Great Power. Moreover, private interests and biases of state officials, especially at lower levels of the administration, interfere in the planning and implementation of state policies. As a result, many theories are developed and tested on “events” that were unintended consequences or “forced” outcomes rather than accurate reflections of the administration’s intentions. The outcome often is deceptive empirical support for or incorrect falsification of theories.

An archival approach can help us address the revealed-preferences problem. Studying the decision-making process that led to nation-building policies helps differentiate between the intentions of the administration toward a particular non-core group and the actual policy plan that it eventually adopts. One might argue that this is not necessary because what actually matters in politics is the policy that is implemented. However, if we want to understand why state officials choose particular nation-building policies and not others, studying only the observed outcomes will not suffice.

For example, two different non-core groups might be granted the same minority rights, but with a different reasoning behind each case. In practical terms, the reasoning matters because it most likely will inform the policy implementation. In theoretical terms, understanding elites’ reasons can help distinguish between rival explanations. For instance, a hypothesis might predict the granting of minority rights to a non-core group, but for completely different reasons than the ones that were behind the actual decision. In this case, although the hypothesis makes the “right” prediction, it does not capture the logic behind the policy.

In the next section I use empirical evidence from my archival research in the Balkans to test my argument against alternatives and address many of the methodological caveats I discussed above.

**Nation-building in Western Macedonia, 1916–1920**

What accounts for variation in nation-building policies toward different non-core groups within one state? I find that the Greek government chose its nation-building policies based not on objective measures of cultural distance or deep-rooted ethnic hatred, but rather on security and geostrategic concerns. The diplomatic relations between rival states and Greece
largely determined both the perception of the non-core groups inside Greece and their consequent treatment.\textsuperscript{16}

My analysis is based on archival research conducted in Greece in 2005 and 2006.\textsuperscript{17} For the purposes of this chapter, I rely mostly on a compilation of reports written by Ioannis Eliakis between 1916 and 1920.\textsuperscript{18} Prime Minister Eleftherios Venizelos sent Eliakis to be a representative of the “National Defense” revolutionary government in the region of Western Macedonia.\textsuperscript{19} (See Map 4.1.) Eliakis later became the Governor-General of Western Macedonia. From 1916 to 1920, he was the ultimate authority in that region. His decisions overrode those of any other state official, including military officers. His reports had a wide range of recipients: the Prime Minister, the Ministries of the Interior, Foreign Affairs, and the Ministry of Military Affairs.\textsuperscript{20}

Using both secondary sources and archival material, I focus on the national integration efforts in Western Macedonia. This nation-building effort took place during the turbulent context following the Balkan Wars\textsuperscript{21} and during World War I, in a region that was under the same administrative system—the Ottoman Empire—for centuries and involved a linguistically, religiously, and culturally heterogeneous population.

Interstate alliances shifted in the region over this period, and a few shifts in territorial control occurred. During World War I, Greece was fighting for the restoration of its gains from the Balkan wars (revisionist). Following World War I, Greece was trying to secure its territorial gains (status quo). Moreover, some non-core groups had no external backing, some were backed by allied states, and some were backed by enemy states. The combination of the above characteristics and the important variation in my main independent variables render this region an ideal location to study the politics of nation-building and test my theory.

\textsuperscript{16} For a more detailed treatment of this case study and additional material on the geopolitical situation, see Mylonas, Assimilation and its Alternatives, chap. 2.

\textsuperscript{17} I conducted this research at the Museum of the Macedonian Struggle, Pavlos Kalligas Archive (PKA). All translations from the archival material are mine.

\textsuperscript{18} Ioannis Eliakis was a close friend of Prime Minister Venizelos from the island of Crete. He was born in 1878 and moved to Greek Macedonia in July of 1916. For more information on Eliakis and his life, see Ioannis Eliakis, \textit{He Hestoria Exinta Hronon me eikones kai documenta} [The history of sixty years with pictures and documents], (Hania, 1940).


\textsuperscript{20} PKA, Eliakis to Greek Ministry of Foreign Affairs, January 22, 1920.

\textsuperscript{21} The First Balkan War involved Serbia, Bulgaria, Greece, and Montenegro against the Ottoman Empire in 1912–1913. The Second Balkan War involved Bulgaria against Greece and Serbia in 1913.
Studying a specific region thoroughly allows me to trace the logic behind the nation-building policies proposed by the Greek administration. We rarely have the opportunity to access the reasoning behind the planning of such measures. This type of evidence allows me to test the causal mechanisms I have in mind. Additionally, by focusing on one region, I can control for many state- and regional-level hypotheses such as levels of economic development, regime type, elite understandings of nationhood, and international norms, and test the plausibility of my argument against three main alternative arguments: the cultural distance, status reversal, and homeland arguments.
According to the *cultural distance* argument, the larger the cultural difference between the non-core group and the core group, the more likely exclusionary policies become. Only groups that fit the criteria of the core group should be targeted with assimilationist policies. The *status reversal* theory argues that the more intense the past conflict between the dominant group and the non-core group, the more likely exclusion becomes once the roles are reversed. Finally, according to the *homeland* argument, elites in a national homeland make credible commitments to co-ethnics in the near abroad; this in turn makes the non-core group assertive, and can lead to a secessionist war. The implicit prediction with respect to nation-building policies is that minorities with national homelands are likely to be mobilized along ethnic lines against the core group; and thus targeted with exclusionary policies by the host state rather than assimilation or accommodation.22

**Integrating Western Macedonia: Intentions and Policies**

The population residing in the “New Lands”23 was far from being linguistically, ethnically, religiously, or culturally homogeneous. The inhabitants of the region were mostly peasants who lived in a world of corporate privileges for religious groups rather than individual rights. Industrial development was almost non-existent in Western Macedonia.24 Moreover, the inhabitants were mostly illiterate, living in more or less homogeneous villages but overall mixed eparchies.

National categories such as “Greek,” “Bulgarian,” or “Turkish” did not signify the same thing to everybody, and nothing at all to many people. Sometimes people would call all Orthodox Christians “Greeks,” regardless of their native languages or ethnic backgrounds. Christians would use the term “Turk” to refer to Muslims of all types of ethnic and linguistic background; thus they could mean an Albanian, Bosnian Muslim, Donmeh, or Muslim Vlach. The majority of the population still identified themselves in religious terms. When somebody was called “Bulgarian,” it simply meant that person had joined the Bulgarian Exarchate, a church


23. This is the designation that the Greek government used for the territories annexed in the Balkans Wars and World War I until the late 1920s.

organization established with Russian backing as recently as 1870.25 Until the early twentieth century, most people collapsed religious and national categories in very counterintuitive ways, from a modern point of view.

Table 4.1 provides us with a categorization of non-core groups in the region, as discussed by the Greek administration in their confidential reports. Despite the fluidity of identities and the superficial character of some identifications, Greek policymakers were convinced that in the 1910s the “pure Greek element” was a minority in Western Macedonia. According to Eliakis, with the exception of the eparchies26 of Servia and Anasselitsa, in all other eparchies Greeks were a minority. In Kozani, the Muslims were predominant and in Kailaria—today’s Ptolemaida—Muslims and “Bulgarians” prevailed. In the eparchies of Kastoria and Florina, the majority were of the “Bulgarian” element together with a group of people with a fluid national consciousness. In the eparchy of Grevena, the influence of “Romanian-leaning” Vlachs was so great that Eliakis was not sure if there were any “pure Greeks” there.27

The Greek government had been thinking of nation-building policies for the population of these lands for over forty years before their actual incorporation; however, officials had to finalize and re-calibrate them after 1913.28 As Mark Mazower put it, “Much time, money and effort was required by disciples of the new nationalist creeds to convert its inhabitants from their older, habitual ways of referring to themselves, and to turn nationalism itself from the obsession of a small, educated elite to a movement capable of galvanizing masses.” 29

In the early twentieth century, and especially during the Balkan Wars, we observe a drastic intensification of nation-building policies in the

26. An eparchy is a political subdivision of a province of Greece.
newly annexed territories by the three belligerents. Serbs pursued exclusionary policies against Albanians in Kosovo, Bulgarians against Greeks in Eastern Macedonia, and Greeks against Bulgarians in Central Macedonia.30 (See Map 4.2.) After the Balkan Wars, the various national programs had already crystallized and internal nation-building intensified. The alliance pattern of the second Balkan War was preserved during World War I. This fact—which could have been otherwise—solidified the cleavages of the Second Balkan War.

Table 4.1. Non-core groups in Greek Macedonia (circa 1916).

<table>
<thead>
<tr>
<th>Non-core groups</th>
<th>Religion</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koniareoi</td>
<td>Muslim</td>
<td>Turkish</td>
</tr>
<tr>
<td>Valaades</td>
<td>Muslim</td>
<td>Greek</td>
</tr>
<tr>
<td>Albanians</td>
<td>Muslim and Christians</td>
<td>Albanian</td>
</tr>
<tr>
<td>Muslim Vlachs</td>
<td>Muslim</td>
<td>Vlach</td>
</tr>
<tr>
<td>Pomaks</td>
<td>Muslim</td>
<td>Slavic</td>
</tr>
<tr>
<td>Donmehs</td>
<td>Muslim</td>
<td>Ladino/Turkish</td>
</tr>
<tr>
<td>“Bulgarian-leaning” Slavs</td>
<td>Christian (Exarchate)</td>
<td>Slavic</td>
</tr>
<tr>
<td>“Greek-leaning” Slavs</td>
<td>Christian (Patriarchate)</td>
<td>Slavic</td>
</tr>
<tr>
<td>“Romanian-leaning” Vlachs</td>
<td>Christian (Romanian)</td>
<td>Vlach</td>
</tr>
<tr>
<td>“Greek-leaning” Vlachs</td>
<td>Christian (Patriarchate)</td>
<td>Vlach</td>
</tr>
<tr>
<td>Greeks</td>
<td>Christian (Patriarchate)</td>
<td>Greek</td>
</tr>
<tr>
<td>Sarakatsans</td>
<td>Christian (Patriarchate)</td>
<td>Greek</td>
</tr>
<tr>
<td>Armenian</td>
<td>Christian (Gregorian)</td>
<td>Armenian</td>
</tr>
<tr>
<td>Gypsies</td>
<td>Christian (Patriarchate)and Muslim</td>
<td>Gypsy/Romany</td>
</tr>
<tr>
<td>Jews</td>
<td>Jewish</td>
<td>Ladino/French</td>
</tr>
</tbody>
</table>

NOTE: Italicized non-core groups are not discussed in Eliakis’s reports.

When World War I broke out, historical Macedonia—the region corresponding roughly to the kingdom of ancient Macedonia—was once again at the center of controversy. (See Map 4.3.) Serbia and Bulgaria had entered World War I on the opposite sides of the war. Bulgaria allied with the Central Powers, and in 1915, Entente forces landed in Thessaloniki to assist Serbia.

In 1916, Bulgaria occupied Eastern and much of Western Greek Macedonia. This final blow to the territorial integrity of Greece led to the National Defense revolt in Thessaloniki and to the peculiar situation of two governments in Greece. This “national schism” in Greece was the culmination of an ongoing domestic conflict between the pro-German King Constantine and pro-Entente Venizelos. Venizelos’ revolutionary government in Thessaloniki pushed for Greece to enter the war on the side of the Entente and create “Greater Greece”; King Constantine’s plan was to keep out of World War I and sustain a “small but uncorrupted Greece.”
Map 4.3. Boundary Changes after the Balkan Wars, 1912–1913.

Ioannis Eliakis moved to the Western part of Greek Macedonia in July of 1916. In the rest of this section, I describe Eliakis’s thoughts and policy recommendations about each non-core group under his jurisdiction. I structure the discussion based on the religious divide between Muslims and Christians, which was the oldest and most salient cleavage in the region. Within each religious group, there were groups speaking different languages and having different national leanings (see Table 4.1). Moreover, some non-core groups had no external backing, some were backed by allied powers, such as Romania, and others were backed by enemy states, such as Bulgaria. During this four-year period, from 1916 to 1920, Greece moved from being a revisionist state to a status quo state, and in certain cases Eliakis’s recommendations changed as well (see Tables 4.2 and 4.3).

**Muslims in Western Macedonia**

Approximately half of the inhabitants of Macedonia in the early twentieth century were Muslims.

After the incorporation of the so-called Aegean Macedonia into the Greek kingdom in 1913, Muslims could have chosen either the Ottoman or the Greek nationality. This was a policy clearly differentiating between the two religious communities and “encouraging” the Muslims that felt strong attachments to the Ottoman Empire to leave. There was variation in the effectiveness of this mechanism of “ethnic unmixing.”

In Western Macedonia, fewer Muslims chose the Ottoman nationality than in other parts of northern Greece. Eliakis attributed this fact to the timely arrest of the Mufti in Kailaria and of certain Beys by the French Army in 1916, as well as to his personal efforts. He summoned all the Mukhtars of the region and explained the program of the Greek authorities, asking them to accept Greek rule. These Mukhtars submitted to the new sovereign, and Eliakis promised to protect their human and community rights from both Greek and foreign authorities.


32. A Mufti is a Muslim cleric who gives opinions on Islamic law.

33. A Bey was a Provincial governor in the Ottoman Empire. By the end of nineteenth century, however, the term Bey is used for heads of ruling families, local notables, and military officials.

34. Mukhtar was the Turkish word for community leader, later mayor. They were appointed by the Ottomans in each community and were usually wealthy. The Mukhtar was responsible for enforcing law and order, collecting taxes, and calling the police when necessary. His house also functioned as the base for any visiting government officials.

35. PKA, *The Attitudes of Aliens toward the Movement: Voting Rights*, Eliakis to the Pro-
It is important to remember that Eliakis was from the island of Crete, where he had experienced the co-existence between Muslims and Christians. This experience informed Eliakis’s attitude. More importantly, Prime Minister Venizelos, also from Crete, shared this experience and attitude. In a report to the Ministry of Military Affairs in 1917, Eliakis wrote:

With respect to the Muslims of my jurisdiction I am in the pleasant position to stress that because of my stance toward them, although they have been asked to satisfy many military needs, they understood that the State is protecting everyone irrespectively of race or religion, and this made them even more loyal subjects of our State. Holding the view that we should not grant political rights to the Muslims, since this would corrupt them, I have always argued we will not be able to sever their bonds with the Ottoman State unless we respect their human rights and their religious beliefs. Following this policy will allow us to use them as an important factor in every respect, but more importantly, it will prove that we are able to govern alien people, something necessary in order to enforce order in Macedonia.  

Not much later, Eliakis noted that the above policy produced amazing results. The Muslims had demonstrated their trust in the state by enthusiastically enlisting in the Greek Army. The benefits from this were clear, because the army needed these “obedient and healthy soldiers.” 

Eliakis drew a parallel between them and the “Moroccan Spahis” fighting for the French and suggested specific policies to ensure the success of this endeavor:

1. create Muslim battalions with their own flag, which should include the half moon in one of its corners; 2. allow each battalion to have an Imam for prayer; 3. promote the best to non-commissioned officers; 4. allow them to wear the fez; 5. insert Greek soldiers fluent in Turkish to monitor the behavior of these battalions and spy on them if necessary.

In general, Eliakis believed Muslims were easy to deal with because of their religion. It was enough to protect their life, honor, and property, respect their religion, and treat them equally. Having political rights was not a concern for them, he believed, as long as they could freely regulate their communal affairs. According to his analysis, if this policy were to be followed, the Muslims would gradually become “civilized” and understand themselves to be an indispensable part of the Greek nation. This would happen especially after the Muslims realized that the Turkish state would not be able to recapture these territories.


37. *Spahis* regiments were light cavalry regiments in the French Army recruited primarily from the indigenous populations of French Morocco. The name comes from *Sipahi*, an Ottoman cavalry man.

38. An Imam is a Muslim prayer leader.

The Muslims of Western Macedonia were not a homogeneous group. Eliakis distinguished between three main non-core groups: Koniareoi, Valaades, and Albanians. Koniareoi were the Turkish-speaking conquerors of Macedonia who came from Anatolia and, according to Eliakis, were still in an “animal state.” The ones that felt closer to the Ottoman Empire would choose the Ottoman nationality and would be “encouraged” to leave. For the rest, he believed that they could be ruled easily through the Koran. The second group was Valaades, the Greek speakers of Vlach origin who had converted to Islam and lived in villages near Anasselitsa. According to Eliakis, many of them were aware of their Greek origin and most did not even speak Turkish. They would be easy to assimilate. As Eliakis put it: “Their assimilation will be complete once they are convinced that religion is not the attribute of Nations, but national consciousness and origin.”

After World War I, Eliakis’s intentions with respect to these two groups were far from exclusionary. Valaades were perceived and treated as if they were Greek. Koniareoi were accommodated in the short term, but the ultimate goal was to assimilate them. Given that they were perceived as a group backed by an enemy power, the Ottoman Empire, and that Eliakis wanted to preserve the favorable status quo, my theory predicts assimilationist policies. Thus it correctly predicts Eliakis’s long-term objectives, even though the actual policies initially looked more like accommodation than assimilation.

Finally, there was also the third group the Muslim Albanians. According to Eliakis, religion did not matter to them and their Albanian consciousness prevailed. The Albanians differed from the Koniareoi, who were looking toward Istanbul for protection. Many Albanians had economic interests in the Greek territories, emphasized the common origins of Greeks and Albanians, and worked for Greek-Albanian cooperation.

Two elements made Eliakis suggest a different treatment of Albanians: the desire to maintain friendly relations with the newly born state (Albania), and the distinct Albanian consciousness of this population, which disassociated them from other Muslims. He wrote:

If there is an Albanian State after the War it is to our benefit that this State is friendly to us. Thus, I think we should not take the same measures toward the Albanians ruled by our regime that we take against the other Muslims. We should not for example confiscate their land as if it was abandoned, even if it really is, as long as they do not emigrate to Turkey. The confiscated land of the Albanians who emigrated for a while but came back and declared their loyalty to our regime has to be returned to them even if their loyalty is not sincere.

---

40. PKA, Eliakis to the President of the Council of Ministers, Abstract of Report No. 7861, October 19, 1918.
41. There were three other groups of Muslims that lived in Greek Macedonia at the time: the Muslim Vlachs (primarily from Meglen region); the Gypsies (Roma); and the Slavic-speaking Muslims (Pomaks). Eliakis, however, does not refer to them.
42. He also noted there were few Christian Albanians sharing this Albanian consciousness.
43. PKA, Alvanistai, Eliakis to the Provisional Government, Abstract of Report No.
Albania, which was established in 1913 but not yet a functional entity due to the outbreak of World War I, would be a new state that Greece had many reasons to befriend.\textsuperscript{44} The Albanians in the Greek kingdom could operate as guarantors of friendly relations with Albania. The national interest would be better served by making this small material sacrifice of not confiscating Albanian land. Eliakis’s proposal was implemented by the government a year and a half later. Thus the Albanians, members of a non-core group backed by a neutral power, were accommodated by the Greek administration, consistent with my theory.

The alternative hypotheses (see Tables 4.3 and 4.4) all incorrectly predict exclusionary policies toward the Albanians because they spoke a different language and had a different religion; they had a newly minted homeland; and they had been traditionally allied with the Turks within the dominant Muslim millet during Ottoman times. Similarly, all three alternative hypotheses predict that the Greek administration should have excluded the Koniareoi population because it was Muslim, spoke a different language and used to be the privileged group during the Ottoman times. While this was partially true during the Balkan Wars and World War I, it certainly does not appear to be in Eliakis’s intentions and actions following World War I.


text

Christians in Western Macedonia

SLAVIC-SPEAKING CHRISTIANS
Having tested my theory on non-core groups with a different world religion from the core group, I now turn to non-core groups that shared the same religion (although not necessarily the same denomination) with the core group, but spoke a different language. The Slavic-speaking population of the region—especially the part loyal to the Bulgarian Exarchate—was considered a Bulgarian national minority by the Bulgarian state.

“BULGARIAN-LEANING” SLAVS. Although Eliakis was not worried about the loyalty of the various Muslim groups, he was less optimistic with respect to the Christian Orthodox, “Bulgarian-leaning” Slavs. These were people who sided with the Bulgarian Exarchate after its establishment in 1870. His reasoning, however, was not one of cultural differences or affinities but rather of diplomatic relations and war dynamics. He believed that if there had been no Second Balkan War in Macedonia, then:

\footnote{389, January 27, 1917. Note: The date for Abstract of No. 389 report appears as 1918 in the original document but this must be a mistake. First, the report is addressed to the Provisional Government, which did not exist in 1918; second, the report is between reports from 1916 and 1917.}

\footnote{44. One of the reasons for this fact was that the Albanians could be Greece’s allies in case of a pan-Slavic alliance in the Balkans.}
the local Bulgarians would be so audacious that [Greek] Macedonia would be everything but Greek, since the ‘Bulgarians’ would be able to freely express their Bulgarian feelings. However, the second war followed and the local ‘Bulgarians’ were discouraged and converts to the schism [the Exarchate] presented themselves as orthodox [loyal to the Patriarchate] and Greeks, supposedly forced to convert religiously and consequently to change their nationality as well. In the midst of that terror, our state should have put aside everything else and focused its efforts on cementing in the hearts of the population these [national] ideas...It did almost nothing instead.45

Eliakis criticized the Greek government because it did not send its best civil servants and educators to Macedonia. He strongly believed that if there were schools in every village and if Greek priests took the place of those backing the Bulgarian Exarchate, then the population would have been assimilated quickly. However, the civil servants were below average, and many of them came in order to make a fortune; moreover, only a few schools started operating right away, and no priests were sent to the villages that returned to the jurisdiction of the Patriarchate. Despite all of these complaints, Eliakis was optimistic:

if we try to change the souls of the population, it should be easy to do, since they are used to being changed. They tell me that in one trial which took place in Florina during Turkish rule...a witness was asked by the President of the Court what his nationality was and he replied that eight years ago he was Bulgarian, two years later he became a Greek and remained such for three years, after which he became Bulgarian again....And he found this identity change unproblematic and really believed in each period that he was what [nationality] he thought he was. Thus if we work not spasmodically...but systematically, it would be possible to make the local population believe they have become Greeks and if they maintain this conviction for a long time it will be possible that they will really become such.46

The grave results from the government’s inaction with respect to the assimilation of the local population were obvious during the Bulgarian attack in Western Macedonia, when many Slavic speakers welcomed Bulgarian soldiers as liberators. A further indicator of the pro-Bulgarian sentiment from a part of the local population was that even when the Entente (French and British) forces pushed out the Bulgarian troops, many believed they would come back. Some of them followed the defeated troops, hoping they would return as victors.

Following the Bulgarian defeat in the area, the Entente forces treated the people residing in Western Macedonia badly because they had demonstrated pro-Bulgarian feelings. The only refuge for these people was to adopt the Greek national identity and demonstrate their loyalty to the Greek state. According to Eliakis, this was an opportune moment for the Greek administration to achieve in two years what it would otherwise not be able to achieve in ten. The Slavic-speakers of Western Macedonia were trying to prove their “Greekness” by protesting the lack of schools. Once

45. PKA, The State of Affairs of the Population in Western Macedonia, Eliakis to the President of the Council of Ministers, Abstract of Report No. 7861, October 19, 1918.
46. Ibid.
again, the Greek government did not act upon this opportunity because of administrative failure. While Eliakis was writing his report in 1918, most schools remained closed and Athens did not provide schoolbooks.

Eliakis was not optimistic about assimilating the older Slavic-speaking population in the region, and he suggested that most policies should focus on the younger generation. He expected the best results to come from orphanages and girls’ boarding schools. He also insisted that, based on experience, the assimilation of “Bulgarian-leaning” Slavs could not entail solely cultural and educational measures; it had to entail terror as well.

During World War I, methods such as deportations, arrests, and even killings were legitimized by the fact that Bulgaria was an enemy power fighting on the side of the Central Powers (the German, Austro-Hungarian, and Ottoman Empires). During peacetime—when Eliakis was writing this report—violent measures were harder to justify and pursue without attracting the attention of the international community. Furthermore, Greece was in favor of the international status quo. Nevertheless, Eliakis suggested that violent measures were essential even in peacetime in order to neutralize any obstruction to peaceful assimilation policies.

Indeed, the Greek government had passed a law during World War I that facilitated the deportation of individuals considered dangerous to the public order. Eliakis built on that law and suggested it had to be enforced when necessary. He thought that Greek authorities should deport not just the guilty party but his whole family. Moreover, the deportation and the reasons for it should be made known to the whole community.

The possibility of deporting all of the “Bulgarian-leaning” Slavs from Macedonia was suggested and described as a more “radical” measure of nationalizing the territory. However, Eliakis quickly dismissed this idea because “on the one hand, this would make a terrible impression to the liberal people of the civilized world, and, on the other, because we do not have those [Greeks], with whom we could replace them.” 47

In 1919, the repatriation of Greeks from Anatolia was unlikely, especially because the Greek kingdom needed to keep them where they were in order to justify its campaign to the East.48 Under such circumstances, a mass deportation of all the Bulgarian-speakers would lead to a severe depopulation of Macedonia. This would make the kingdom look weak.

Moreover, the Greek government had to act as a civilized liberal polity in the eyes of the international community. This was the first concern of the Governor-General of Western Macedonia. In 1919, while considering a deportation proposal made by Konstantinos Mazarakis-Ainian,49 Eliakis writes:

47. Ibid.
49. Konstantinos Mazarakis-Ainian (1869–1949) was the commander of the Xanthi division, which occupied Western Thrace for Greece.
In case of a deportation of ‘Bulgarians’ there will be a terrible manipulation of the affair. If we listen to the advice of the Greeks then there is a danger either of turning Northern Macedonia into a deserted land, which would call for the intervention of Europe and would damage our reputation in the eyes of the civilized world, or of providing the opportunity to these Greeks of all sorts of blackmail that would disturb human consciousness.\textsuperscript{50}

For the above reasons, Eliakis concluded that the most sensible policy was assimilation. He argued that if the right measures were taken, only a few would not be assimilated:

We are obliged to follow the hard and rough way of proselytizing, through good and expensive administration, systematically in all sectors of the administration. I am certain that with such administration we will rapidly have results. And instead of transplanting the local population with the danger of not replacing them, through this kind of administration, we will implant in them our ideas and turn them into fanatic Greeks, more fanatic than the old Greeks.\textsuperscript{51}

With respect to the “Bulgarian-leaning” Slavs, my theory correctly predicted Eliakis’s preferred policies. During World War I, terror and intense assimilationist policies would have achieved the exclusion of the pro-Bulgarian population and successfully assimilated the rest of the Slavic-speaking population. “Bulgarian-leaning” Slavs were backed by a rival power while the Greek administration was fighting a war to recapture its lost territories. Following World War I, Greece wanted to preserve the international status quo in Macedonia, thus intense assimilationist policies were the preferred choice and exclusionary policies would only target specific families of agitators.

For the whole period under study, 1916–1920, external interference never stopped. Bulgarian agitators were present in all of Macedonia. Toward the end of the period under study, a voluntary population exchange between Greece and Bulgaria under the Treaty of Neuilly in 1919 was the middle road actually followed by the Greek government on this issue. As a result, about 56,000 “Bulgarian-leaning” Slavs left Greece for Bulgaria by the mid-1920s, “in many cases being forced to emigrate by the Greek authorities.”\textsuperscript{52} After 1919, a mix of assimilationist and selectively targeted exclusionary policies was the actual policy followed toward this group.

All but one of the alternative hypotheses predict exclusionary policies toward the “Bulgarian-leaning” Slavs because they spoke a different language; were organized under a different religion organization, the Exarchate; and had a national homeland. The status-reversal argument is the only one that predicts assimilationist policies, because the “Bulgarian-

\textsuperscript{50} PKA, Deportation of Bulgarians, Eliakis to the Ministry of Interior, Abstract of Report No. 4164, June 12, 1919.

\textsuperscript{51} PKA, On the Ownership of the Fertile Lands, Eliakis to the Ministry of Interior, Abstract of Report No. 4164, June 12, 1919.

leaning” Slavs were also disadvantaged during the Ottoman times, along with the rest of the Christians. Because of the mixed strategy followed toward the “Bulgarian-leaning” Slavs, all hypotheses find support. Significantly for my argument, however, the group was not accommodated.

“GRECOMANOI” OR “GREEK-LEANING” SLAVS. “Grecomanoi” was a term used to indicate Slavic speakers with Greek national consciousness. These people had sided with Greek guerrilla troops during the Macedonian Struggle (1903–1908) and had resisted the influence of the Exarchate. They were not mobilized by a competing claim and were, as expected, targeted with assimilationist policies. Looking solely at the cultural differences of this non-core group from the core group could lead to a prediction of exclusion, because they spoke a different language and were of Slavic origins. The homeland argument likewise incorrectly predicts exclusion because Bulgaria could be understood as their homeland. The status-reversal argument accurately predicts this policy, because “Greek-leaning” Slavs were a politically disadvantaged group under Ottoman rule.

VLACH-SPEAKING CHRISTIANS
Many Vlachs were primarily herders living a nomadic life, while others were sedentary farmers. A few had settled in larger towns in the Balkans and become merchants or artisans. They spoke a Latin dialect close to modern Romanian. Most of them lived in the Pindus mountain range, but some also resided in the hills near trading centers such as Monastir, Grevena, Kastoria, Koritsa, Moskopol, Veroia, and Edessa.

“ROMANIAN-LEANING” VLACHS. The Romanian government began its efforts to “awaken” a Romanian identity in the Vlachs of Macedonia in the late 1860s. To gain Romania’s support during the treaty conference in Bucharest in 1913, Prime Minister Venizelos declared that Greece was willing to provide autonomy to the Koutsovlach schools and churches in the newly acquired Greek possessions. The group was recognized as a national minority, and their schools and churches were funded by the Romanian state. This was the first time that the minority provisions of a treaty signed by Greece referred to a national minority. Vlachs had to decide if they were “Romanian” or “Greek.” The governments of the two countries had to compete for their allegiance.

In the eparchy of Grevena there were a few “Romanian-leaning” Vlachs, who during Ottoman times were under the protection of Romania. Their main incentive to identify with Romania was to facilitate herding

and commerce with Romania. Romania had pursued a national agitation campaign in European Turkey during the late nineteenth century, and with the Treaty of Bucharest in 1913, Romania achieved the recognition of Romanian minorities in Serbia, Bulgaria, and Greece. The Romanian propaganda in Macedonia waned immediately after its occupation by the Greek Army, despite the treaty provisions; however, it was spurred during World War I under the temporary French military administration. The civil servant for finance at Grevena, Askarides, wrote to Eliakis:

If the French Administration lasts longer and if the National Defense does not incorporate the eparchy of Grevena soon, then they [“Romanian-leaning” Vlachs] will prevail over the Greek element since they are working systematically and intensely in order to establish a precedent which I hope will not be recognized as a permanent situation.  

During World War I, Eliakis was mostly worried about the spread of “Romanian propaganda.” Unlike most Muslims and “Bulgarian-leaning” Slavs, who were perceived to be backed by enemy powers, Romania was an ally; therefore, the only reasonable policy toward the pro-Romanian Vlachs was to present Greece as a better and more prestigious protector of their rights. Eliakis firmly believed that as soon as the “Romanian-leaning” Vlachs realized that they no longer had a need for external protection, then with the help of school, military service, and church, they would become “pure Greeks.”

In 1917, Eliakis warned Venizelos’s government that the “Romanian-leaning” Vlachs in Grevena had been approached by the Italian authorities there in order to change them into “Italian-leaning” Vlachs. The Italians presented the idea of self-determination to the Vlachs living in the Pindus mountain range, and while the Italian troops were withdrawing, many locals expressed such desires. The Greek police arrested some of the rebels who were against Greek sovereignty. However, the ambassadors of both Italy and Romania protested to the Greek government over these arrests. Eliakis interfered and asked to meet with the prisoners before they were taken to the court-martial in Thessaloniki.

I asked them why they were arrested and they pretended that they had no clue or attributed their arrest to defamations by their enemies. I asked them if they are Greek, and they hesitated to deny the Greek national identity; some even said ‘if only more were like us….’ Following these questions, I talked to them for a long time in this manner: I told them, that since I hear that they speak Greek, I consider them Greek. And they should boast for being Greek since they have the most glorious history in the world. 

This is a typical example of Eliakis’s cultivation of the local population. He would emphasize the superiority of Hellenism and Greek culture in general, while at the same time he would attempt to convince them of their Greekness. Sometimes he highlighted the linguistic attributes of the population he addressed, other times their religious affiliation, and sometimes even their dress, like in the following report:

The inhabitants of upper Grammatikovon, where the liturgy is in the Romanian language, are “Romanian-leaning” Vlachs and almost Romanians. The potential military recruits of this village are so fanatical that they did not enlist in the last draft; instead they went to work for the English service station. Because of this, the committee of grain storage in Kailaria did not want to supply grain to this village. So the head of this village came to complain. I asked him if he is a Greek and he replied “Don’t you see what I am wearing?” pointing to his dress. I answered that I saw him wearing the Greek fustanella and that I heard him speak Greek, which means that he is Greek, and one of the best for that matter, since the Evzones that also wear the fustanella are the best soldiers of the Greek Army. On this basis and with the above spirit I spoke to him and I could tell the powerful impression it produced. I made him wonder how he could have been unaware that he is Greek.

More importantly for my argument, Eliakis moderated his assimilationist tendencies because of the geopolitical situation. Although he tried to instill Greek feelings in the “Romanian-leaning” Vlachs, he also told them:

If any of you has Romanian feelings, if he is Romanian, I respect his feelings, because Romania is a friend and allied power. We share both friends and enemies with her and we have no conflicting interests since Romania is not considering jumping over the Balkan Peninsula to come and conquer the territories you inhabit.

Eliakis was willing to respect their Romanian leanings, both because he had to and because he considered them to be geopolitically harmless, since Romania was an ally. Accommodation was the policy toward the “Romanian-leaning” Vlachs. A population exchange between Greece and Romania was not considered at all. Greece needed Romania as an ally, and Bulgaria was the common enemy. Finally, the absence of a common border with Romania minimized the perception of threat for the Greek side.

“GREEK-LEANING” VLACHS. “Hellenovlachoi” was the term used by the Greek administration to refer to Vlach-speaking people who had Greek national consciousness; it stood for “Greek-leaning” Vlachs. These people had sided with the Greek guerrilla troops during the Macedonian Struggle (1903–1908) and had either resisted or escaped the influence of

58. A fustanella is a skirt-like garment worn by men in the Balkans up to the end of the nineteenth century. It was the uniform of the Evzones (light infantry) until World War II; today of the Greek Presidential (formerly Royal) Guard in Athens.
60. Ibid.
the Romanian and Italian propaganda. They were not mobilized by a competing claim and were thus a good prospect for assimilationist policies. This subgroup thus conforms to the expectations of my theory.

Looking at the Vlach-speaking population and its two sub-groups, we observe that focusing on cultural differences alone does not help us account for the variation in nation-building policies. Both groups spoke a Latin-based language and they should thus be excluded. Instead, the former non-core group, the “Romanian-leaning” Vlachs, was accommodated while the latter, the “Greek-leaning” Vlachs, was targeted with assimilationist policies.

Moreover, the homeland argument cannot help us distinguish between the two sub-groups of Vlach-speakers either, because Romania viewed both as potential co-ethnics. The status-reversal argument correctly predicts a policy of assimilation toward the “Greek-leaning” Vlachs, but is incorrect in the case of the “Romanian-leaning” ones, who were accommodated instead. Both groups were disadvantaged during the Ottoman times, and based on this fact we would expect the Greek administration to pursue assimilationist policies toward both of them. Finally, focusing on the religious affiliation of the two sub-groups leads to similar predictions. Because both groups were Christian Orthodox, they should be targeted with assimilationist policies; however, only the “Greek-leaning” Vlachs were targeted, while the “Romanian-leaning” ones were accommodated. To be sure, assimilationist tendencies were expressed by Eliakis, but the policy during that period was one of accommodation of their differences through Romanian schools and Romanian churches.

GREEK-SPEaking CHRISTIANS
Within the “Greeks,” the Greek-speaking or Greek dialect–speaking Christian Orthodox population, there was a group referred to by Eliakis as “Skenitai” or “Sarakatsans.” They dressed like Vlachs and lived nomadic lives, but they were considered by everyone, including Eliakis, to be Greeks. There were approximately 40,000 in Greek Macedonia; they took their name, Skenitai (tent-people), from their way of life. In the winter they settled in the lowlands, especially Chalkidiki, while in the summer they tented up in the mountains. This group apparently made no claims to the communal property of the places it inhabited and did not interfere with their administration.61 Eliakis suggested the settlement of this population among groups who had foreign national leanings and its conscription into the Greek Army.62 Not surprisingly, all theories make the same prediction for the Sarakatsans: assimilation. They were indeed targeted with standard assimilationist policies such as schooling and military conscription.

61. According to Eliakis, the explanation behind the emergence of “Romanian-leaning” Vlachs was that they were people who immigrated to Romania, but when they came back they were in constant competition with the sedentary local population.
Conclusion

WHAT ACCOUNTS FOR VARIATION IN NATION-BUILDING POLICIES?

My geostrategic argument is largely supported by the evidence provided here. Granted, a set of reports written by a particular administrator in a four-year period is not a representative sample of the Greek government as a whole—not to mention governments in general; however, this level of analysis is crucial if one wants to test the microfoundations of an argument. A theory might make the right predictions, but fail to identify the correct causal mechanisms at work. Historical contextualization coupled with rich archival material allows us to test both the predictions and the causal logic underlying a theory.

The different combinations of interstate relations with external powers and foreign policy goals lead to different predictions of my theory (see Figure 4.1). Looking at Tables 4.2 and 4.3 we see that, consistent with my argument, non-core groups without any external power backing them and claiming their allegiance were targeted with assimilationist policies, and were the least likely to get minority-rights protection. Allied-backed groups were accommodated (Albanians and “Romanian-leaning” Vlachs).

During World War I, we find that Eliakis’s goal was securing the “New Lands” to the Greek kingdom through ironing out both internal and external enemies (See Table 4.2). Besides dealing with direct security concerns, he had to neutralize the propaganda of the various competitors in the region. Under these circumstances, exclusionary policies were pursued toward enemy-backed non-core groups (Koniareoi and “Bulgarian-leaning” Slavs). Toward the end of World War I, however, Eliakis becomes more optimistic about the assimilability of certain non-core groups.

Following the World War I, the Greek administration was in favor of the international status quo, and it adopted an assimilationist policy toward enemy-backed non-core groups with an emphasis on political equality and egalitarianism toward the population that it considered as assimilable regardless of cultural, religious, or linguistic differences (Koniareoi and “Bulgarian-leaning” Slavs). Consistent with my theory, the perception of these non-core groups was to a great extent endogenous to the external interference by competing states. The past political behavior of the various non-core groups vis-à-vis the Greek cause in the region prior to the annexation of the territories was also central in the planning of nation-building policies.

Another shortcut the Greek administration used in order to determine whether a non-core group was assimilable was not the particular marker that differentiated it from the core group, but rather the constraints put in place by international and bilateral treaties with neighboring states and Great Powers (France and Britain). To be sure, besides the constraints—which my theory emphasizes—there were also perceived opportunities, as in the case of the Albanians. Interstate alliances had an effect on the planning of nation-building policies in two ways: through a retrospective assessment based on existing alliances, and a prospective one based on future opportunities for useful alliances.
Table 4.2. Explaining Nation-building policies in Western Macedonia, 1916–1918 (Greece was Revisionist).

<table>
<thead>
<tr>
<th>Non-core groups</th>
<th>External Backing?</th>
<th>External Power: Rival or Ally?</th>
<th>Predictions</th>
<th>Intentions</th>
<th>Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Greek-leaning” Slavs</td>
<td>No</td>
<td></td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>“Greek-leaning” Vlachs</td>
<td>No</td>
<td></td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Sarakatsans</td>
<td>No</td>
<td></td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Valaades</td>
<td>No</td>
<td></td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Albanians</td>
<td>Yes</td>
<td>Neutral</td>
<td>Accommodation</td>
<td>Accommodation</td>
<td>Accommodation</td>
</tr>
<tr>
<td>“Romanian-leaning” Vlachs</td>
<td>Yes</td>
<td>Ally</td>
<td>Accommodation</td>
<td>Accommodation/Assimilation</td>
<td>Accommodation</td>
</tr>
<tr>
<td>Koniareoi</td>
<td>Yes</td>
<td>Rival</td>
<td>Exclusion</td>
<td>Exclusion/Assimilation</td>
<td>Exclusion/Assimilation</td>
</tr>
<tr>
<td>“Bulgarian-leaning” Slavs</td>
<td>Yes</td>
<td>Rival</td>
<td>Exclusion</td>
<td>Exclusion/Assimilation</td>
<td>Exclusion/Assimilation</td>
</tr>
<tr>
<td>Non-core groups</td>
<td>External Power: Rival or Ally?</td>
<td>External Backing?</td>
<td>Intentions</td>
<td>Predictions</td>
<td>Policy</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------</td>
<td>-------------------</td>
<td>------------</td>
<td>-------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>“Greek-leaning” Slavs</td>
<td>No</td>
<td>No</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation Assimilation</td>
</tr>
<tr>
<td>“Greek-leaning” Vlachs</td>
<td>No</td>
<td>No</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation Assimilation</td>
</tr>
<tr>
<td>Sarakatsans</td>
<td>No</td>
<td>No</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation Assimilation</td>
</tr>
<tr>
<td>Valaades</td>
<td>No</td>
<td>No</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation Assimilation</td>
</tr>
<tr>
<td>Albanians</td>
<td>Yes</td>
<td>Yes</td>
<td>Future Ally</td>
<td>Accommodation</td>
<td>Accommodation/Assimilation</td>
</tr>
<tr>
<td>“Romanian-leaning” Vlachs</td>
<td>Yes</td>
<td>Yes</td>
<td>Ally</td>
<td>Accommodation</td>
<td>Accommodation/Assimilation</td>
</tr>
<tr>
<td>Koniareoi</td>
<td>Yes</td>
<td>Yes</td>
<td>Rival</td>
<td>Accommodation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>“Bulgarian-leaning” Slavs</td>
<td>Yes</td>
<td>Yes</td>
<td>Rival</td>
<td>Accommodation</td>
<td>Assimilation</td>
</tr>
</tbody>
</table>
Table 4.4. Evaluating Alternative Explanations in Western Macedonia, 1916–1918.

<table>
<thead>
<tr>
<th>Non-core groups</th>
<th>Language</th>
<th>Religion</th>
<th>Status Reversal</th>
<th>Homeland</th>
<th>Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Greek-leaning” Slavs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Assimilation</td>
</tr>
<tr>
<td>“Greek-leaning” Vlachs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Sarakatsans</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Valaades</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Albanians</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Accommodation</td>
</tr>
<tr>
<td>“Romanian-leaning” Vlachs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Accommodation</td>
</tr>
<tr>
<td>Koniareoi</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion/ Accommodation</td>
</tr>
<tr>
<td>“Bulgarian-leaning” Slavs</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Exclusion/ Assimilation</td>
</tr>
</tbody>
</table>

NOTE: Incorrect predictions in grayscale.
Table 4.5. Evaluating Alternative Explanations in Western Macedonia, 1918–1920.

<table>
<thead>
<tr>
<th>Non-core groups</th>
<th>Language</th>
<th>Religion</th>
<th>Status Reversal</th>
<th>Homeland</th>
<th>Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Greek-leaning” Slavs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Assimilation</td>
</tr>
<tr>
<td>“Greek-leaning” Vlachs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Sarakatsans</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Valaades</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
</tr>
<tr>
<td>Albanians</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Accommodation</td>
</tr>
<tr>
<td>“Romanian-leaning” Vlachs</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Accommodation</td>
</tr>
<tr>
<td>Koniareoi</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Accommodation/Assimilation</td>
</tr>
<tr>
<td>“Bulgarian-leaning” Slavs</td>
<td>Exclusion</td>
<td>Exclusion</td>
<td>Assimilation</td>
<td>Exclusion</td>
<td>Assimilation/Voluntary Exchange</td>
</tr>
</tbody>
</table>

NOTE: Incorrect predictions in grayscale.
How well do alternative arguments do in this context? State- and regional-level hypotheses such as levels of economic development, regime type, understandings of nationhood, international norms, and so forth are held constant by design. There is, however, group-level variation. Looking at Tables 4.4 and 4.5, we see that cultural-distance arguments cannot explain most of the variation. For example, with respect to the “Bulgarian-leaning Slavs” and “Romanian-leaning” Vlachs, Eliakis’s reasoning was not one of cultural differences or affinities, but rather on diplomatic relations and war dynamics. The former group was backed by a rival power and was thus targeted with intense assimilationist and ultimately exclusionary measures, while the latter was backed by an ally and was accommodated. Even where they make correct predictions it is for the wrong reasons. Koniareoi were not targeted with exclusionary policies during World War I because of their cultural difference, but because of their links to the Ottoman Empire, which was fighting on the side of the Central Powers.

The status-reversal argument does better. This argument, however, can only differentiate between conflict and no conflict and thus has little to say about assimilation or accommodation. For example, although the Koniareoi were members of the dominant group before the Greek occupation, Eliakis pursued a policy of accommodation in terms of their culture and language. This policy directly contradicts the status-reversal argument. It also contradicts my argument, which predicts exclusion during and assimilation after World War I for this group, but the archival material helps us to understand this policy choice. As Eliakis stated, this phase of accommodation was just a step before assimilationist policies.63

The homeland argument does worse than the status-reversal one. Whether a non-core group has an external homeland or not is important, but it does not help us predict which nation-building policy the host state will pursue. My theory suggests that looking at the degree to which the homeland interferes with the fate of its “ethnic kin,” as well as the interstate relations of the host state with the homeland, is crucial. Moreover, besides the degree of external interference, the foreign policy goals of the host state are an important factor in the planning of nation-building policies.

FUTURE RESEARCH ON NATION-BUILDING
On the methodological front, I have identified two fundamental problems in the study of nation-building policies: the politics of “counting people” and distinguishing intentions and policy choices from policy outcomes. Both of these challenges hinder the study of state-planned nation-building policies. Not addressing them in our research can lead to deceptive empirical support for theories. In this chapter, I demonstrate the centrality of archival research in the effort to overcome these important caveats in the study of nation-building.

63. For a discussion of the distinction between transitional vs. terminal policies, see Mylonas, Assimilation and its Alternatives, chap. 5.
Bridging the macro-level with the micro-level, i.e., understanding the structure of the international system within which nation-building takes place at the local level, is crucial. Studies that focus on specific regions or specific ethnic groups would benefit from a more explicit treatment of the international dimensions of the process they are analyzing. The international context affects the preference ordering of host states, external powers that contemplate interference, and non-core group elites alike. Scholars studying the politics of nation-building should focus more on the perceptions of state officials as well as the influential international players (Great Powers, international organizations, non-governmental organizations), and try to identify the new cleavage dimensions that are about to be politicized.

At the same time, studies that emphasize the importance of systemic effects but neglect the micro-level processes at work are also problematic. Such studies often fail to identify the right level of analysis for data collection and hypothesis testing. Moreover, they suffer from a “revealed preferences problem,” because they frequently make inferences about the actor’s motivations based exclusively on their public statements or observed behavior. Archival material coupled with historical contextualization is one way to mitigate this problem. A balanced study of nation-building should bridge the micro-level empirical work with the systemic effects of the structure of the international system by providing a theoretical argument at the meso-level, linking the macro- and the micro-level.

**Policy Implications**

In this chapter, I have argued that external interference and support for specific non-core groups by competing states affects the nation-building policies the core-group elites pursue. When interstate relations change, policy changes follow suit. In the twenty-first century there are thousands of ethnic groups in over 190 countries, mostly concentrated in post-imperial and post-colonial territories similar to the ones I study. Understanding the logic of nation-building is therefore crucial. Such an understanding could help decision-makers in the international community devise incentives to prevent exclusionary policies, encourage accommodation, or foster national integration.

At least two policy implications follow from my argument: First, in order to improve core and non-core group relations, we should focus on improving interstate relations. The causes of interethnic conflict are often to be found outside the location in which they are taking place. External interference by interested powers politicizes differences that hadn’t been as salient before and often triggers exclusionary policies by the host state; an example of this process occurring in 2008 was the war in Georgia. To prevent exclusionary policies, we should uphold the principle of state sovereignty and minimize external interference as well as border chang-

---

64. For more on this, see Thomas Meaney and Harris Mylonas, “The Pandora’s Box of Sovereignty,” Los Angeles Times, August 13, 2008, p. A17.
es. The preservation of the international status quo is the best safeguard against exclusionary policies. As long as there are external powers that have an interest in destabilizing or partitioning other states, assimilationist and exclusionary policies will persist.

Second, if we want a world where non-core groups enjoy special minority rights, we should increase interstate alliances through regional integration initiatives and international institutions. There are two assumptions behind this prediction: that states participating in regional integration schemas such as the European Union are a) less likely to be revisionist; and b) more likely to be in an alliance with their neighboring states, and consequently more likely to accommodate their non-core groups. Countries in regions that have established stable security configurations are more likely to move toward non-aggressive multicultural arrangements.
I believe that an exchange of populations, however well it were carried out, must impose very considerable hardships, perhaps very considerable impoverishment, upon great numbers of individual citizens of the two countries who are exchanged. But I also believe that these hardships, great though they may be, will be less than the hardships which will result for these same populations if nothing is done.

—Lord George Nathaniel Curzon, Chairman of the Territorial and Military Commission under the Lausanne Convention, 1923

The rationale given for the postwar Greco-Turkish population exchange more than eighty years ago foreshadows the contemporary theory of ethnic partition. Partition theory is premised on the notion that societies destroyed by ethnic violence are so riven by hatreds and fears that they cannot be mended. Although the humanitarian costs of ethnic partition are immense and the ethical and moral implications deeply troubling, these disadvantages are far outweighed by the immense benefits of preventing future atrocities that are bound to take place in the absence of supervised partition. In this view, international arbiters are obliged to facilitate the inevitable ethnic unmixing after war in order to minimize the suffering of ordinary people on all sides.

The theory of ethnic partition holds that sectarian violence generates such intense security dilemmas on the ground that neither side will disarm because it cannot be certain that the other side will not utilize the resulting window of opportunity to gain a strategic advantage. To the objection

that it is impossible to devise territorial borders that will perfectly separate warring groups, partition theorists counter that border adjustments can be supplemented with population transfers to ensure that ethnic boundaries are aligned with political borders. Although scholars have assessed these claims by examining the consequences of postwar partition across a large number of cases, this work has focused primarily on border adjustment and state creation. Partitioning through population transfers has received less attention as a technique for resolving entrenched conflicts—a curious omission considering the centrality of this tool for achieving complete separation. This oversight is at least partly due to the fact that there are few cases of postwar population transfers after 1945, and this method is unlikely to enjoy a revival under current international norms. It is possible, however, that policymakers will revisit this technique in the future if it is believed necessary for consolidating peace following internecine conflict. For this reason, an exploration of the record of population transfers is highly opportune.

This chapter represents a first attempt to assess the effectiveness of partition through population transfers as a method of conflict management. To conduct a fair test, I have selected cases where population transfers were explicitly undertaken to resolve nationalist conflict. The post–World War I Balkan exchanges meet this criterion because they were justified as the best means of preventing the reemergence of ethnic violence—both within and among Bulgaria, Greece, and Turkey. International mediators believed that by aligning ethnic and political borders, the demographic security dilemmas might be resolved and the incentives for kin-state intervention eliminated. Also, consistent with the recommendations of partition advocates, the Balkan exchanges aimed to achieve comprehensive ethno-territorial partition. Although not perfect, the Greco-Bulgarian and Greco-Turkish exchanges produced as near to a complete partition as might reasonably be expected in the real world. The trans-
fers were compulsory in the Greco-Turkish exchange under the Lausanne Convention, and de-facto compulsory in the Greco-Bulgarian exchange. By the early 1930s, the three ethnic groups were effectively unmixed: almost no Bulgarians remained in Aegean Greece, while fewer than 10,000 Greeks resided in Bulgaria. At the end of the Greco-Turkish exchange, a little over 100,000 Greeks remained in Turkey and vice versa. The remaining minorities were therefore too small to pose a security threat to their sizeable host states. Because the transfers affected a more-or-less complete ethnic partition between the warring groups and were intended to resolve sectarian violence and prevent its reemergence, they meet the central scope conditions of partition theory.

Another scope condition is that the conflicts in question be not strictly interstate but also intergroup. Such was the case in the Balkans at the close of World War I. Indeed, there had been discord between the Greeks and Turks on the Anatolian Peninsula for more than a decade leading up to the Greco-Turkish war. According to partition theory, such conflicts are likely to attract kin-state intervention during times of political transition, because homeland states have incentives to “rescue” their co-ethnics when the enemy state is relatively weak. This prediction should hold for these cases. With the collapse of the Ottoman Empire, the successor states viewed their cross-border kin as marooned ethnic brethren in enemy states; in the context of regime change, incentives were therefore high for kin states to attempt to rescue their co-ethnics.

The Balkan exchanges have been cited as confirmatory evidence by partition theorists themselves, one of whom observed that the 1920s exchanges between Greece, Bulgaria, and Turkey (among other cases) showed that “where separation reduced the minority population to insignificant numbers, violence ended.” Chaim Kaufmann, while regretting the violence and humanitarian suffering that accompanied the transfers, noted that “the ethnic cleansing did substantially eliminate motives for further irredentism; Greece and Bulgaria have not fought for 85 years, nor Greece and Turkey for the last 80 years.” He further wrote that “the records of the two largest population transfers in twentieth-century Eu-

4. The convention exempted certain persons from this compulsory exchange, but their numbers were relatively small.
6. Although the Anatolian Greeks and Turks had co-existed peacefully for hundreds of years, between 1908 and 1914 the Young Turk revolution and subsequent Balkan conflicts stimulated a wave of pogroms and persecution against the Anatolian Greeks. These were often initiated by local bands of Turks working in concert with Ottoman authorities. See Michael Llewellyn Smith, Ionian Vision: Greece in Asia Minor 1919–1922 (Ann Arbor: University of Michigan Press, 1999), pp. 30–34.
urope—the Greco-Bulgarian-Turkish population exchanges in the 1920s and the expulsion of ethnic Germans from Eastern Europe after World War II—suggest that [population exchanges reduce interstate violence]. Each of these exchanges was preceded by a series of wars that cost many times more lives than the population transfers did, and each has been followed by interstate peace.”9 The population exchanges have thus been credited with reducing internal as well as interstate warfare in the Balkans. Given that the interwar exchanges meet the scope conditions of partition theory, and on their surface appear to confirm the theory, these cases serve as important initial tests of the effectiveness of population transfers as a method of conflict resolution. If population transfers failed to resolve these conflicts—where they were applied most assiduously and where conditions were most optimal for their success—then there is little reason to believe that they would succeed in resolving conflicts elsewhere.

The following analysis suggests that partitioning the Greeks, Turks, and Bulgarians did little to prevent or resolve future conflicts between the groups and their kin states. Although the exchanges appear to have achieved their proximate aim of alleviating the suffering of victims of ethnic cleansing in the wake of the Greco-Bulgarian and Greco-Turkish wars, the transfers themselves cannot be credited with resolving nationalist conflict at either the substate or interstate level. The over-time sequence of conflict within each country-pair, and the patterns of conflict across the country-pairs, demonstrates that the perceived interests of the Bulgarian, Turkish, and Greek governments at any given time were better predictors of peace and conflict in the Balkans than the extent to which the population transfers resolved demographic security dilemmas on the ground. This implies that even where complete separation is achieved through population transfers, ethnic partition is unlikely to ensure peace following sectarian conflict so long as disputes remain between the relevant regional players. The fact that partition scholars have largely misinterpreted the lessons of the post–World War I population transfers probably owes more to general misconceptions concerning of the drivers of nationalist conflict in these cases. It is practically a truism that because Greece and Turkey have not engaged in direct warfare since the early 1920s, the post-war population transfers deserve at least partial credit for peace. Had these scholars examined the pattern and sequence of conflict within and between these states over time, however, they would be forced to question the proposition that the 1920 population transfers secured peace in the Balkans. The exchanges instead abetted government campaigns to consolidate control over territory without ensuring subsequent peace.

The following sections present the argument and findings of this analysis. I first provide an overview of the use of population transfers as a method of conflict resolution. Next, I lay out the theory of ethnic partition, paying particular attention to the role of population transfers in this strategy. I then outline the flaws in the premise of ethnic partition, arguing that the geostrategic interests of regional hegemons are a better predictor

of renewed conflict than whether the combatant groups were effectively separated after the previous conflict. This argument is illustrated with the Greco-Bulgarian and Greco-Turkish population exchanges, in which I first outline the conventional account of the two cases and then challenge this account by drawing on additional historical material to infer causal mechanisms underlying both conflicts. The final section of the chapter is devoted to developing the policy implications of this preliminary analysis.

Population Transfers as a Tool for Managing Conflict

Population transfers refer to the removal of a group of people from one territory to another by states or international bodies. This is typically done to achieve ethnically homogeneous polities. Population transfers have a long and storied history as a means of altering the ethnic makeup of state territory. Notable examples include the Roma and Jews, who were expelled from Spain in the late fifteenth century. The Huguenots, too, were driven out of France during the religious wars, and the Spanish Muslims, or Moriscos, were expelled from Spain in the early seventeenth century. In nineteenth-century United States, many Native American tribes were driven into “Indian territory” and onto reservations under a policy known as “Indian removal.” The Ottoman authorities used population transfers as a means of consolidating control over the newly conquered Balkan territories—moving Muslims into these areas and simultaneously transferring Christian communities to Thrace and Anatolia.10

By the turn of the twentieth century, the principle of self-determination—which held that territorialized national minorities have the right to self-government—effectively strengthened the hand of ethnically homogeneous regions at the expense of ethnically heterogeneous states and empires. Population movements, where they occurred, were now undertaken in the name of resolving ethnic conflict, and to ensure that every nation had its own plot of land over which it could exercise sovereignty.11

Beginning in the interwar period, “states began experimenting with the exchange of minority groups as a means of solving the ethnic problems


11. Despite their stated aim of reconfiguring post-imperial borders to approximate a one-to-one nation-state fit, the principle of self-determination was only implemented insofar as it furthered the interests of the victorious Allied powers. Czechoslovakia and Poland were established in part to give self-government to the Czechs, Slovaks, and Poles, but mainly to check the regional ambitions of Germany, Austria, and Hungary. Meanwhile, millions of ethnic Germans were forced to remain in Poland and Czechoslovakia; two-thirds of Hungary’s territory was given to neighboring states; the Germans of Alsace-Lorraine were absorbed by France; and the German Tyroleans were handed over to Italy—all clear violations of the principle of national self-determination.
so deeply interwoven into the changing patterns of political conflict in eastern Europe.”12 Paradoxically, the empowerment of territorialized minorities created perverse incentives for states to undertake minority expulsions in order to homogenize their populations. State governments began to view ethnic minorities as an implicit challenge to their claims of sovereignty over a given territory, in some cases leading to campaigns of ethnic cleansing. At the close of World War II, the interwar exchanges served as a blueprint for population transfers undertaken during and after the war, most notably in the case of German minorities.

Following the mass expulsions of Germans and Hungarians after World War II, international public opinion began to turn against the use of population transfers as a means of conflict resolution. Beginning with the Nuremberg judgment that Nazi population transfers constituted a war crime, the policy of involuntary resettlement gradually came to be seen as an anathema to the international community.13 During the Yugoslav wars in the 1990s, mass expulsions were widely regarded as ethnic cleansing or even genocide. The 1993 UN Sub-Commission on Prevention of Discrimination and Protection of Minorities came out against the practice, and the subsequent Rome Statute of the International Criminal Court (Art. 7) designated population transfers a “crime against humanity.”

Despite the taboo character of population exchanges today, a small group of security studies scholars began to reexamine the usefulness of this strategy in the mid-1990s, arguing that it was a potentially potent tool of conflict resolution.14 These (mostly) hard-nosed realists have argued that, morally repugnant though they are, partition and population exchanges may be the only means of resolving an intransigent conflict in which two or more groups are locked in mortal combat. On the heels of internecine warfare, neither side can trust that the other will not take the opportunity to vanquish them if they disarm—thus, ethnic reintegration is a hopeless proposition. To the argument that such transfers violate human rights, partition advocates ask their critics to imagine the chaos that would occur in the absence of partition. Kaufmann urges policymakers to

13. Population transfers are largely taboo under today’s international norms and are widely viewed as illegitimate by contemporary scholars and policy analysts. Naimark deems population transfers only the most moderate form of ethnic cleansing, with genocide its most extreme form; see Naimark, Fires of Hatred, pp. 3–4. Others claim that these are simply different names for the same thing. Thus, “ethnic cleansing” is used to vilify expulsions by a hostile government, while “population transfers” is used to legitimize similar policies by a friendly government. See Robert Hayden, “Schindler’s Fate,” Slavic Review, Vol. 55, No. 4 (Winter 1996), p. 734.
“endorse separation” in conflicts with significant sectarian violence, “other-
wise, the processes of war will separate the groups anyway, at much higher human cost.”15

The Flawed Premise of Partition Theory

The theory of ethnic partition is premised on security dilemma logic, which is based on deterrence theories of international relations.16 Very generally, these theories hold that the absence of supranational authority creates a condition of anarchy at the systemic level, under which all states are forced to ensure their own security against external aggression. Security dilemmas emerge when one state defensively arms to make itself more secure, leading other states to arm in response. The resulting arms spiral paradoxically renders all states less secure. When the prevailing military technology is offensive, every state has an incentive to strike first in its conflicts with other states, making militarized conflict more likely. To deter external attacks, each state therefore has an incentive to signal that it has a significant defensive military capacity, indicating that it is unlikely to strike first but can retaliate against a first strike with overwhelming force. In this way, each state “deters” potential attackers, resulting in a peaceful equilibrium.

The ethnic security dilemma extends this logic to the substate level. In its classic formulation, a failed state produces the condition of anarchy at the domestic level, leading individuals to mobilize along ethnic lines as their most salient and therefore default identity, in order to ensure their security in the absence of state authority. Conflict occurs because the military technology in guerrilla warfare can be used either defensively or offensively, so combatant parties are unable to ascertain the motives of their opponents. This uncertainty leads to spirals of conflict as each side operates on worst-case assumptions concerning the other’s motives.17 Neither side will disarm until the costs of victimization are radically reduced, most likely through external security guarantees18 or when one side achieves an outright military victory.19

The ethnic security dilemma also has implications for kin-state behavior. Perceiving that their co-ethnics are in a perilous position, the group’s kin state may intervene, escalating an intergroup conflict into a conflict between the homeland state and the minority’s host government. Eth-
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tically intermixed areas are magnets for kin-state interventions. Barry Posen writes that “where one territorially concentrated group has “islands” of settlement of its members distributed across the nominal territory of another group (irredenta)...[then] the brethren of the stranded group may come to believe that only rapid offensive military action can save their irredenta from a horrible fate.”20 Thus, “[local intermingling] will tempt potential rescuers [national homelands] to jump through any windows of opportunity that arise” in order to “rescue” diasporas that are marooned in enemy territory.21 If the warring groups are not completely separated into definable enclaves, the ethnic security dilemma will remain unresolved, perpetuating interethnic conflicts and provoking interstate conflicts by drawing the minority’s kin state into the conflict.

The ethnic security dilemma is most effectively resolved by separating the warring groups into definable enclaves. This removes incentives for violence at both the intra- and the interstate level. If the partition is incomplete, however, then any significant ethnic pockets that remain pose a security threat to their host state, because they tempt the kin state to intervene to rescue the group. Fearing this, the host government may seek to forestall kin-state interventions by eliminating any sizeable ethnic pockets through ethnic cleansing. Population transfers are therefore a necessary complement to border adjustments. This is because the one-to-one nation-state ideal is rarely achievable in practice, as mixed ethnic geography—a feature common to the vast majority of states today—rarely lends itself to neat demarcation. Recognizing this, Kaufmann calls for population transfers to complete the territorial division of warring groups so that ethnic enclaves are not isolated behind enemy territory.

Many have critiqued Kaufmann’s proposal by pointing out that ethnic partition entails both practical and moral problems. Population transfers, for example, are associated with significant loss of life and property, as well as human rights violations. Moreover, partition through state creation risks transforming internal conflicts into even deadlier interstate wars. Territorial partition also encourages secessionist efforts elsewhere, while creating authoritarian statelets whose leaders are unaccountable to the people.22 Finally, ethnic partition may not be able to deliver on its key

selling point—resolving conflict and forestalling the reemergence of violence. In his analysis of 125 civil wars, Nicholas Sambanis concludes that wars terminated by partition are no less likely to recur than wars ended through other means.\(^\text{23}\) Despite the sizeable body of work critiquing the morality of partition or the effectiveness of partitioning through border adjustment or state creation, little attention has been devoted to assessing whether partitioning through population transfers serves as an effective means of resolving conflicts by achieving a more complete separation of the warring groups.

The argument here is that partitioning through population transfers is unlikely to resolve nationalist conflicts because it fails to address the origins of such conflicts. Nationalist conflicts are more often driven by the geopolitical interests of states or militant organizations than they are by ethnic security dilemmas on the ground. In this view, the causal arrow is top-down rather than bottom-up. Many, if not most, intractable ethnic wars are the result of externally backed separatist movements staking claims over a particular territory,\(^\text{24}\) while the host state attempts to cleanse the territory of “alien groups” to establish counterclaims of territorial sovereignty. Moreover, kin states rarely intervene to “rescue” co-ethnics in the absence of geopolitical motives to do so. If sectarian conflict is largely a top-down phenomenon, then the rationalization of national and political borders may not resolve conflicts at all, but merely assist one side in establishing or consolidating control over a disputed territory. If this is true, a more effective means of resolving such conflicts—including not just ethnic, but also ideological or other types of civil violence—would be to alter the incentives of the true principals of the conflict, in this case state governments.

These two arguments make unique predictions that permit competitive testing through intensive case analysis. If the expectations of par-

community as a method of conflict resolution in the near future. The biggest concern is that such programs create a dangerous precedent by legitimizing the actions of political entities seeking to ethnically cleanse minorities from their territories. Second, there is little reason to believe that the international community could supervise such transfers in such a way as to prevent violent expulsions; the poor record of the international community in halting genocidal violence in civil wars serves as a cautionary tale in this regard. See Samantha Power, *A Problem from Hell: America and the Age of Genocide* (New York: Basic Books, 2002).

\(^\text{23}\) Laitin corroborates Sambanis’s findings in a more recent empirical analysis using the Minorities at Risk (MAR) dataset. See David D. Laitin, “Ethnic Unmixing and Civil War,” *Security Studies*, Vol. 13, No. 4 (Summer 2004), pp. 350–365. In “Partition as a Solution,” Chapman and Roeder reran Sambanis’s statistical analysis using his own data, after dropping all non-ethnic conflicts from the dataset. They find that *de jure* partition is less likely to result in reemergence of ethnic violence than all other solutions to nationalist civil wars, with *de facto* separation the second-best solution and ethnic autonomy the worst. However, it should be noted that Chapman and Roeder ask a rather specific question, which is which of the four solutions is most strongly associated with peace in the wake of nationalist conflict.

tition theorists hold, then ethnic violence should be generated from the bottom-up, beginning with a breakdown in security institutions and inter-ethnic trust on the grassroots level. A spiral of hostilities should follow as both sides arm defensively and as kin states intervene to “rescue” their co-ethnics. Specifically, violent conflict should occur in and around stranded ethnic islands, which have incentives to break out of threatening enemy territory; they may be assisted in doing so by external kin states seeking to rescue them. In contrast, relative peace should prevail where demographic insecurities have been alleviated through partition and population transfers. Where the groups are incompletely partitioned, however, ethnic violence may reemerge as a result of demographic insecurities in these areas.

If violence is instead driven by the geostrategic interests of states or militant organizations, then ethnic violence is likely to (re)emerge as the result of top-down pressures. Here, powerful principals such as governments or military alliances intervene in the host state, ostensibly to protect their ethnic kin but in reality to pursue larger geostrategic aims such as de-stabilizing the host regime or annexing territory. Where the regional power balance has been restored—either through a peace pact between the major belligerents or because no hegemon has a clear interest in altering the status quo—then we should expect peace to prevail everywhere in the state, in ethnically intermixed and ethnically homogeneous areas alike. Moreover, if ethnic violence is driven more by geostrategic aims than by host state concerns about internal security, then large concentrated groups will be no more likely to suffer government repression than small, dispersed groups that constitute minimal threat to the state.

Finally, the flight of vulnerable minorities could occur under either theoretical framework—either because they are pushed out through government campaigns of ethnic cleansing or because they fear attacks by the majority group. However, the primordial group fears associated with the ethnic security dilemma suggest that vulnerable minorities in ethnically mixed areas will not choose to live with neighbors from the majority group after sectarian violence if they have the option of leaving. Each argument thus makes unique predictions concerning the patterns of ethnic peace and violence following political transition, allowing us to assess the relative explanatory value of the two competing models.

Case Evidence: Population Transfers in the Balkans

Among other things, World War I sounded the death knell for the Ottoman Empire and precipitated the “unmixing” of peoples in the Balkans. The conflicts that led to the 1920s population exchanges, however, predated the war. The first population exchange in the Balkans took place between Turkey and Bulgaria after the First Balkan War of 1912–1913. The Treaty of Constantinople ending the war mandated a reciprocal exchange of populations between the two countries, as well as the second
partition of Bulgaria. The second and third exchanges following World War I—the cases dealt with in this chapter—were more substantial. The 1919 Treaty of Neuilly included an annex that provided for the voluntary reciprocal exchange of ethnic populations—Greeks in Bulgaria in return for Bulgarians in Greece. This exchange took thirteen years to complete and involved the simultaneous migration of 92,000 Bulgarians and 46,000 Greeks. The second postwar exchange followed the Greco-Turkish War in the early 1920s. Under the 1923 Convention Concerning the Exchange of Greek and Turkish Populations, the signatory states agreed to an involuntary exchange of ethnic populations. Ultimately, between 350,000 and 500,000 Turks migrated to Turkey, and about 1.2 million Greeks from Turkey moved to Greece. To ensure adequate compensation and resettlement of refugees, Athens and Ankara agreed to a Mixed Commission under the League of Nations, which included Greek and Turkish representatives as well as delegates from neutral member states. The Commission was tasked with facilitating and monitoring the population exchanges to ensure an orderly and peaceable transfer of refugees. It also had the responsibility of liquidating property and possessions left behind by the refugees, compensating refugees for their lost property, and helping them to settle in their new homes.

International supervision of the Greco-Bulgarian and Greco-Turkish population exchanges was extensive. The League and other international organizations assisted the Greco-Bulgarian population transfers—offering the governments generous loans to resettle refugees upon their territory and adjudicating disputed property claims. The League took an even greater interest in the Greco-Turkish exchange. Along with providing compensation for lost property and assistance settling into their new homes, the agreement stipulated that the exchanged populations would automatically lose the citizenship of their old country and assume the citizenship of their putative homeland. It also established categories of non-exchangeable minorities in each country that were to be protected from property confiscation and any other diminution of their rights. The Mixed Commissions reported regularly to the Council of the League on the status of the exchanges throughout the 1920s, soliciting assistance when needed. To protect the minorities who remained outside of their national homelands, in the Balkans and elsewhere in Europe, the victorious Allies—principally, the United States, Great Britain, France, and Italy—established a system of minority protections under the League of Nations. The regime consisted primarily of “minorities treaties” with the new states of East Central Europe and bilateral treaties with the defeated powers that committed them to give their minorities equal protection under the law and, in some cases, enact minority-friendly education and language poli-

cies. The treaties were to be taken as fundamental law by the signatory states and could not be contravened without the explicit consent of the League Council. If a government were suspected of violating its treaty, Council members could bring charges before the Permanent Court of International Justice, which had compulsory jurisdiction over such matters. Most importantly, the League provided a means by which nationalities could, for the first time, appeal for legal redress over the heads of their governments. The minority protection system was to ensure the rights and protection of the non-exchangeable minorities in Greece and Turkey, as well as the minorities that did not avail themselves of the voluntary Greco-Bulgarian exchange.

THE CONVENTIONAL ACCOUNT—POPULATION EXCHANGES LED TO INTER-STATE PEACE

The received wisdom concerning the population exchanges in the Balkans is that they successfully resolved the conflicts between the three states and forestalled the reemergence of violence at every level. Their success is all the more remarkable, so the narrative goes, in view of the fact that the transfers took place against the backdrop of ethnic violence and mass expulsions, particularly in Asia Minor.

The Greco-Bulgarian exchange was established in an annex to the 1919 Treaty of Neuilly, which ended the war between the two states. The exchange was to be strictly voluntary, meaning that the Greeks in Bulgaria and Bulgarians in Greece could opt to resettle in their putative homelands or remain as national minorities on their land. The treaty, brokered by the Allied powers, reduced Bulgaria from 111,836 square kilometers at the end of the Balkan Wars to 103,146 square kilometers; Bulgaria was forced to cede its Aegean coastline to Greece and almost all of Macedonia to Serbia. The treaty also imposed punitive indemnity, restitutions, and war reparations on Sofia, leaving Bulgaria “an angrily revisionist state.” As much as 16 percent of its population now resided outside Bulgaria’s shrunken borders. The population exchange was instituted as a means of realigning national and political borders, thereby removing incentives for Bulgarian irredentism.

Like the Greco-Bulgarian exchange, the terms of the Greco-Turkish exchange were established in a protocol that was annexed to the treaty

26. The basic procedure for mediating minority disputes was laid out in the Tittoni Report of 1920, which provided that petitions, communications, and reports would be accepted from members of the Council, League members not in the Council, and from members of the minorities themselves. See Jacob Robinson, Oscar Karbach, Max M. Laserson, Nehemiah Robinson, and Marc Vichniak, Were the Minorities Treaties a Failure? (New York: Institute of Jewish Affairs of the American Jewish Congress and the World Jewish Congress, 1943), p. 87.


ending the war between the two states. Unlike the previous exchange, however, the Greco-Turkish exchange was compulsory. This difference is directly attributable to Greece’s failed military campaign to retake the Anatolian Peninsula and the flight to Greece of hundreds of thousands of ethnic Greeks from Asia Minor and Thrace on the heels of the retreating Greek Army. To accommodate the Anatolian Greek refugees in an already densely-populated country, Greek Prime Minister Eleftherios Venizelos insisted that the Muslim Turks of Thrace be simultaneously relocated to Turkey to make room for the Anatolian refugees, who would ultimately make up 20 percent of Greece’s interwar population. The two exchanges lasted through the 1920s and greatly assisted the leaders of Bulgaria, Turkey, and Greece in homogenizing their populations.

Unsurprisingly, the transfers created problems not just for the refugees, but also for the countries involved. Because the exchanges were highly asymmetrical, they created significant problems for the net receiving countries. Bulgaria, for example, had a net surplus of refugees and was faced with the daunting task of absorbing tens of thousands of Bulgarian refugees from Greece over a relatively short period. Although Greece was a net sender in the Greco-Bulgarian exchange, it was a net receiver in the Greco-Turkish exchange and was faced with the challenge of settling roughly 1,200,000 Greeks in the homes of 350,000–500,000 Muslims who were sent in the opposite direction. Net receiving countries were forced to provide additional housing for the surplus immigrants and help them settle, while their expellees were still in the process of leaving. While international loans from the Red Cross and other organizations helped to defray the substantial costs of accommodating surplus populations, it placed a strenuous financial burden on states that were still recovering from the war and experiencing economic downturn as well as political upheaval. Indeed, there is some evidence that the massive influx of refugees in the interwar period contributed to Greece’s eventual economic collapse in the 1930s.

Although Turkey was a net sender of refugees, and therefore had plenty of land on which to settle the incoming Muslim Turkish refugees, its economy also suffered as a result of the exchange. With the out-migration of over one million ethnic Greeks, Turkey lost a significant proportion of its merchant and entrepreneurial classes, particularly those who worked in finance, industry, and commerce. This significantly hampered


30. In the beginning, the Greek government compelled Muslim homes in Thrace to take in Greek refugees, creating substantial resentment among Muslim Turks.


Turkey’s efforts to develop its economy in the interwar period. With the loss of these citizens, the Anatolian Peninsula was now effectively depopulated, representing an important loss to the Turkish economy and state.

Another problem lay in the fact that the exchanged populations were not always able to take one another’s place in their adopted countries. This was less a problem in the Greco-Bulgarian exchange, as the transferred populations were both largely rural. However, the incoming Greeks from Turkey were disproportionately urban with occupations to match, whereas the Muslims from Thrace tended to be rural. The predominantly urban Greek immigrants had difficulties adapting to the conditions of rural Thrace, while the rural Muslim Turks were spread thinly throughout the depopulated Anatolian countryside and failed to contribute significantly to the Turkish economy.33

There were also problems associated with the minorities who remained behind. Under the Lausanne Treaty, non-exchangeable minorities included Greeks in Istanbul, known as Rums, who could demonstrate residency in Turkey prior to 1918, and Greeks who lived on two Aegean islands, Imbros and Tenedos, which had been ceded to Turkey. In Greece, persons exempted from the exchange included the Muslim Turks in Western Thrace. In the end, about 130,000 Muslim Turks (“Moslems”) in Thrace and about the same number of Rums in Istanbul remained in their homes.34 Although the rights of these minorities were guaranteed under the terms of Lausanne, as well as the treaties that Greece and Turkey had signed with the League, their status was precarious at best. Both Turkey and Greece attempted to dilute the concentrations of their minorities. The Muslim Turks in Greece were reduced from a regional majority in Thrace to a minority, as Greek refugees helped themselves to Muslim land and livestock, forcing many to migrate to Turkey. At the same time, Turkey denied the right of self-administration to the Greek-inhabited islands, even though this had been guaranteed under the peace treaty; the Rums’ right to education in their mother tongue was removed in 1927.35 The reason for these problems, partition advocates would argue, is that the exchange achieved a less-than-perfect partition between Greece and Turkey; to prevent further violations, the remaining minorities would need to be exchanged. I return to this argument in the following section.

Conventional accounts agree that for most, the exchanges came too late to avert a humanitarian catastrophe in the midst of ethnic cleansing. Most ethnic Greeks had been expelled from Anatolia (tens of thousands


dying in the process) prior to the signing of the Lausanne Treaty in 1923. Of the 1.2 million refugees from Turkey to Greece, as much as 90 percent of them had been expelled before the treaty was signed. Even after the treaty came into effect, the reciprocal exchange between Greece and Turkey began too late to assist the beleaguered minorities it was designed to protect. Michael Barutciski writes that “the actual transfer of exchangeable persons began earlier than planned… Both governments accelerated departures, which resulted in disorderly transfers.”36 The same was true for the Greco-Bulgarian exchange; by the time the Neuilly Treaty was ratified in 1920, 39,000 Bulgarians and 16,000 Greeks had already left their homes.37 External supervision of the subsequent transfers was complicated by the fact that many refugees chose to migrate outside of officially sanctioned channels. One Mixed Commission report on Greek refugees noted that “waves of refugees have flooded [Greece] from time to time without passing through the hands of the official organizations, have dispersed to different parts of the country and since then have frequently moved from one place to another.”38

Despite these numerous shortcomings, partition theorists point to the rapprochement between Greece and Turkey in 1930 and the joint initiatives between the Balkan countries in the early 1930s as evidence that the transfers had paved the way for ethnic peace. In this view, despite the tremendous hardships outlined above, the exchanges had the overriding virtue of resolving interstate conflict between the three Balkan countries. In 1930, Greece and Turkey signed the Ankara Agreement, which settled outstanding border disputes as well as disputed property rights of the refugees; relations between the two governments “normalized (and even became friendly) after this date.”39 In addition, Greece, Bulgaria, Romania, Turkey, and Yugoslavia held a series of trade conferences from 1930 to 1933 to explore potential areas of cooperation. By homogenizing their respective populations, the exchanges thus appear to have consolidated peaceful relations among the Balkan countries, which no longer had incentives to intervene in the domestic affairs of their neighbors.

In sum, the “exchange of populations was a drastic, but largely effective way of eliminating frictions that had been caused by the multi-ethnic character of certain regions.”40 According to Kalliopi Koufa and Constantinos Svolopoulos, the immense humanitarian costs of the exchange were at least partly justified by having “[removed…] the motives that had fed

the two peoples’ long antagonism” so that “Greece and Turkey no longer had any justification for expansionist designs in each other’s direction.”\(^{41}\) In so doing, it “helped to keep the presence of foreign ethnic elements in the interior of the two countries to an insignificant, or at least less important, level.”\(^{42}\) Another scholar writes that “the unmixing of populations in Asia Minor helped put an end to hostilities and secure pacification of the warring parties.”\(^{43}\) Because the pre-existing pockets of ethnic kin were virtually eliminated, and the ethnic security dilemma consequently resolved, Greece and Turkey no longer had any incentives to engage in revisionist campaigns against one another. This largely coincides with the judgment of Lord Curzon, whose statement began this chapter—that the Greco-Turkish exchange, although regrettable and even abhorrent in humanitarian terms, may have been the best solution to the conflict.

As noted earlier, the case for partition as a solution to sectarian conflict rests almost entirely on the argument that ethnic unmixing after war eliminates incentives by groups and their kin states to engage in conflict. The following section challenges this claim by examining the chain of events leading up to and following the Greco-Bulgarian and Greco-Turkish exchanges.

A REVISED ACCOUNT—POPULATION EXCHANGES UNRELATED TO INTERSTATE PEACE

**REALPOLITIK CONSIDERATIONS UNDERLYING THE GRECO-BULGARIAN EXCHANGE (EARLY 1920S).** Consolidating the new postwar borders and containing Bulgarian revisionism was the principal motive for establishing the Greco-Bulgarian exchange. After World War I, Venizelos was convinced that “no permanent peace between Greece and Bulgaria was possible, so long as a Bulgarian minority remained in that part of Greece which Bulgaria looked upon as an ‘unredeemed’ portion of the Bulgarian territory.”\(^{44}\) Having obtained western Thrace from Bulgaria, “the territory’s new Greek masters wanted to get rid of the Bulgarians who lived there” in order to “make western Thrace a little more Greek.”\(^{45}\) Meanwhile, the Macedonian region of Greece (Aegean Macedonia) went from 119,000 Bulgarians (10 percent of the population) before the war to 77,000 Bulgarians (5 percent of the population) in 1926, making the region almost 90 percent Greek.\(^{46}\) By the end of the exchange, the region was “virtually Slav-free.”\(^{47}\) The remaining Bulgarian minority was separated from the

\(^{42}\) Ibid.
\(^{46}\) Ladas, *The Exchange of Minorities*, p. 700.
Greco-Bulgarian border “by a solid Greek bloc, since Thrace and eastern Macedonia were cleared of Bulgars” and settled by Anatolian Greeks.  

Contrary to predictions that sectarian warfare produces ethnic insecurities so extreme that Greeks and Bulgarians would no longer choose to live together in a common state, relatively few minority members took advantage of the exchange program to relocate to their homelands. Rather than fleeing to their kin states in the wake of sectarian violence, the respective minorities overwhelmingly chose to remain in their mixed-ethnicity communities. Koufa and Svolopoulos note that for some time following the convention, “the prospect of emigration was attractive or desirable to neither ethnic minority,” and that from November 1922 to July 1923 (when the Lausanne Convention was signed), only 166 Bulgarian families and 197 Greek families sought to emigrate to their respective kin states. Following the Lausanne Convention, the number of applicants to the exchange program spiked on both sides. This was due, however, not to an increase in ethnic insecurities on the ground but to the logistics of ethnic cleansing by the three governments. The Greek government settled the Anatolian Greeks who had been expelled by the Turkish authorities in the homes of ethnic Bulgarians in Greece, who were simultaneously pressured to give up their homes and move to Bulgaria. The Bulgarian government settled these refugees in and around the homes of the minority Greeks, who were simultaneously pressured to relocate to Greece.  

This is how the “voluntary” exchange between Greece and Bulgaria became de-facto compulsory. The first set of refugees was pushed out by Turkey, leading Greece to expel its minorities, who otherwise might have stayed, in order to make room for the net inflow of refugees. Venizelos himself acknowledged that the exchanges were more about the governments consolidating their territorial claims than about the inability of ethnic groups to co-exist due to the collapse of intergroup trust during the war. Indeed, far from seeking sanctuary in their mother countries, the minorities in each state actively resisted the partition. According to one account, “stirred by the instinctive feelings of attachment to the land and homes where their ancestors have lived for centuries, the Greek and Turkish populations involved... are protesting against the procedure... and display their dissatisfaction by all means at their disposal.” The exchange was thus a joint campaign by the governments not to resolve grassroots ethnic tensions and prevent their recurrence, but rather to ethnically cleanse their borderlands in order to strengthen their territorial claims.

BULGARIAN IRREDENTISM AND TERRITORIAL ASPIRATIONS (1920s AND 1930s). In the final reckoning, the rationalization of national and political boundaries under the Greco-Bulgarian exchange failed in its main purpose, which was to eliminate Bulgaria’s irredentist ambitions toward its

50. Clark, Twice a Stranger, p. 43.
neighbors in the 1920s and 1930s. Rivalries between militarized factions of the Internal Macedonian Revolutionary Organization (IMRO), which sought to expand Bulgaria’s territory into Macedonia and organized armed raids beyond Bulgaria’s borders, was a major source of domestic instability throughout the interwar period.\(^{51}\) In fact, it was in large part due to their fears of Bulgarian expansionism that Greece and Turkey finally normalized their relations in 1930. In 1934, the two states joined with Serbia and Romania to form the Balkan Entente as a means of countering the perceived military threat from Bulgaria.

Sofia’s revisionist ambitions would ultimately make Bulgaria a natural ally to Nazi Germany; its passive alliance with the Axis Powers during World War II allowed Bulgaria to invade and occupy parts of Western Thrace and Eastern Macedonia with the aim of gaining an outlet to the Aegean Sea. The fact that these regions had been virtually emptied of their ethnic kin did not dissuade Sofia from this goal; Bulgarian officials actually set out to *reverse* the population exchange in the region. They thus began a campaign of “Bulgarizing” the population—closing Greek schools and other institutions and removing as many as 200,000 Greek nationals in preparation for repopulating the territory with Bulgarians.\(^{52}\) In sum, Sofia’s desire to annex these lands had not diminished with the transfer of ethnic Bulgarians from the region. In a very real sense, Bulgarian irredentism was not linked to the existence of Bulgarians outside its borders, but to aspirations for the lands it had briefly gained under the short-lived San Stefano Treaty of 1878 and then lost under the Treaty of Berlin later that year.

These patterns of conflict go against partition-theory expectations that the postwar separation of national groups reduces the likelihood of kin-state interventions because there are no longer isolated pockets of co-ethnics to “rescue.” Although the Aegean region had been virtually emptied of ethnic Bulgarians through the exchange, Sofia retained its ambition to re-annex this territory and finally succeeded in occupying it through its alliance with the Axis Powers. Sofia’s subsequent attempts to Bulgarize the land (and in effect reverse the population exchange) indicates that the government was interested in the region for its strategic value, not because it wanted to protect its co-ethnics, who no longer lived there.\(^{53}\) Bulgaria thus viewed its ethnic kin as an instrument with which it could
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53. It is significant in this respect that the three governments largely failed to tend to the needs of their in-migrating co-ethnics; the refugees often lived for years without adequate shelter or sustenance and were largely regarded as an unwelcome burden by their homeland governments. If the states were so concerned for the welfare of their co-ethnics across the border that they were prepared to intervene militarily to protect them, it begs the question why the exchanged minorities received such poor treatment upon arrival in their respective homelands.
stake a claim to coveted territory. In sum, the exchange itself appears to have done little to temper Bulgaria’s expansionism. This is because Bulgaria’s geostrategic interests in regaining lost territories, especially an outlet to the Aegean Sea, explains Bulgaria’s conflictual relationship with its neighbors in the interwar period far better than demographic security dilemmas on the ground, which by then were practically non-existent.

GRECO-TURKISH EXCHANGES

THE GEOPOLITICAL ORIGINS OF THE GRECO-TURKISH EXCHANGE (EARLY 1920s). It is widely known that the 1922 Greco-Turkish War gave way to a decade-long population exchange between the two countries. What is perhaps less well-known is that as a reward for joining the Allied Powers in 1917, the 1920 Treaty of Sèvres conferred the Anatolian Peninsula upon Greece. Prior to the conclusion of the treaty and in the midst of a Great Power dispute, the Greek Army was encouraged by Britain and France to invade and occupy the Peninsula in order to realize major territorial gains and weaken the new Turkish state. Due to shifting global alliances and the emergence of a more acceptable secular Turkish government, however, Allied support for Greece’s military adventure began to weaken. In the end, the Western powers stood aside as Turkish forces routed the invading Greek Army.54 Having reclaimed Anatolia from the Greek Army, Turkish troops proceeded to expel its entire Greek population in order to consolidate Turkey’s claim to the land. Allied machinations had thus played a central role in Greece’s decision to undertake the invasion, which led to a crushing defeat, minority reprisals, and hundreds of thousands of Greek refugees fleeing their homes.

It is clear that this fratricidal conflict was triggered by high-level state policy rather than ethnic security dilemmas on the ground. This does not mean, though, that ethnic partition was inappropriate for solving the conflict. According to Kaufmann, ethnic partition can help resolve any nationalist conflict because “solutions to ethnic wars do not depend on their causes.”55 This is because, regardless of their origins, internecine conflicts inevitably generate memories of interethnic bloodletting so intense that the warring groups are unable to reintegrate due to their mutual hatreds and fears of continuing depredations by the other side.56 Separating the combatant groups into defensible enclaves sets these mutual fears to rest and reduces the potential for future conflict generated by ethnically intermixed communities.

Nonetheless, the Greco-Turkish population exchange had less to do with securing the postwar peace than it did with consolidating the states’ territorial claims. Many Greeks who had been driven out of the Anatolian Peninsula desired to return to their homes after the war, which one would not expect if they were fearful of living with Turks who had assisted in

56. Ibid.; Kaufmann, “When All Else Fails.”
the ethnic cleansing. They were denied the option of returning, however, due to a clause in the Lausanne Treaty that forbade returns—a clause that had been inserted at the behest of the Turkish government. Thus, the apparently inexorable “unmixing of peoples” was instead a government-led enterprise that did more to further the territorial aspirations of state leaders than resolve intercommunal ethnic fears. The Muslim Turks, too, migrated to Turkey not out of fears of depredations by their Orthodox neighbors, but because Greek authorities had expropriated their property in order to house hundreds of thousands of Anatolian Greeks who had fled Turkey’s scorched earth campaign. Indeed, Greece’s insistence that the Greco-Turkish exchange be compulsory—and the fact that the Greco-Bulgarian voluntary exchange became de-facto compulsory—are implicit acknowledgements that the exchanged populations did not want to relocate permanently and that many would have returned had they been permitted to do so. The fact that vulnerable minorities sought to return to their homes so soon after sectarian warfare suggests that demographic insecurities did not preclude peaceful co-existence, contrary to the expectations of partition theory.

Rapprochement between Greece and Turkey (1930s to early 1950s). Greco-Turkish relations normalized with the Ankara Treaty of 1930. This treaty was largely due to the efforts of newly reelected Greek Prime Minister Venizelos to establish peace with Greece’s neighbors. Less than a decade after the war, Venizelos and Turkish President Mustafa Kemal Atatürk had managed to resolve the two countries’ outstanding disputes and form a bilateral alliance. The impetus for this was the changing geopolitical context in which both countries found themselves. Both Ankara and Athens perceived a growing foreign threat from Bulgarian irredentism and sought to form a defensive alliance to deter external aggression. To pave the way for such an alliance, the Ankara Treaty affirmed their common borders, settled outstanding property claims by refugees, and established a balance of naval power between Greece and Turkey. In 1934, the two countries joined with Yugoslavia and Romania to form the Balkan Pact, under which they resolved outstanding disputes and pledged mutual assistance. From the 1930s to the early 1950s, relations between Ankara and Athens remained cordial; in 1954, Yugoslavia, Greece, and Turkey again formed a mutual defense pact to counter the perceived threat of the Stalinist Soviet Union.

The status of the reciprocal minorities in both countries changed dramatically as a result of Greco-Turkish rapprochement. Almost immediately, ethnic Greeks were allowed to migrate to Turkey with work and residence permits. In the 1930s, educational exchanges for minority schools in each country were established between Greece and Turkey, and textbooks were revised to reflect the progressive turn in Greco-Turkish relations. In the early 1950s, the Turkish government permitted minority Greeks on Imbros and Tenedos to be educated in their mother tongue.

The 1930s also saw the emergence of a Greek union and ethnocultural society in Istanbul. For its part, the Greek government allowed Turkish Kemalist associations to operate openly in Thrace, and in 1954 permitted minority schools to be called “Turkish” rather than “Muslim.” The two countries became the closest allies in the region.\(^59\) Minority institutions in both countries were tolerated “so long as [bilateral] Greco-Turkish relations remained friendly.”\(^60\)

Renewed Conflict between Greece and Turkey (Mid-1950s). The treatment of minorities took a turn for the worse in the 1950s, as tensions re-emerged between the two countries over the status of Cyprus. As Alexis Alexandris states, “intercommunal disturbances in Cyprus and the deterioration of Greco-Turkish relations during the 1960s had a direct impact on the Greek [minority] in Turkey.”\(^61\) As diplomatic relations deteriorated, the Turkish government renounced the 1930 Ankara Convention, revoking the rights of the Hellenic minority to remain in Istanbul. By the late 1960s, almost all of the Rums had been expelled from Istanbul and their assets frozen. The Turkish government reinstated the ban against Greek language instruction on Imbros and Tenedos.\(^62\) Around the same time, expropriations and cultural and educational restrictions targeting the Greek inhabitants of Imbros and Tenedos led all but a few Greeks to leave the two islands and seek new homes in Greece and other Western countries.\(^63\) Altogether, these policies radically reduced the Rum population in Turkey; from a population of 125,000 in 1935, they numbered only a few thousand by the late 1990s.\(^64\)

The treatment of the Turkish minority in Greece also worsened during this time, as the government passed a new citizenship law making it harder for ethnic Turks to gain citizenship, and thus easier for the state to deny re-entrance to ethnic Turks who travelled outside Greece. This led to the statelessness of as many as 10,000 people from the mid-1950s to the late 1990s. In the early 1960s, the government banned the word “Turkish” from the names of minority schools and associations, and the Turkish minority was no longer allowed to run its own schools.\(^65\) Ethnic Turks faced disproportionate obstacles in setting up their own businesses, and the Greek government intervened heavily in the selection of Muslim
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59. Oran, “The Story of Those Who Stayed,” p. 103. The improvement in minority treatment during this period should not be exaggerated. In the 1930s, for example, the Rum minority in Istanbul was still barred from forming ethnic associations.


61. Ibid., p. 119.


63. In 1970, Imbros was officially renamed Gökçeada to reflect its new Turkish character.

64. Alexandris, “Religion or Ethnicity,” pp. 119–120.

muftis; there was no comparable intervention in the selection of Greek Orthodox clerics.

In sum, the treatment of reciprocal minorities by both governments went from very bad following the Greek invasion of Asia Minor in 1919 to much improved following the Greece-Turkey rapprochement in 1930 to bad again in the mid-1950s as bilateral relations worsened with the emergence of a right-wing government in Greece and escalating tensions over Cyprus. Rather than determining the degree of bilateral conflict, these “minorities could genuinely prosper only as long as Greco-Turkish relations were good, as in the 1930s and early 1950s.” The sequence of conflict between Greeks and Turks over time indicates that, contrary to the expectations of partition theory, threats to cross-border ethnic kin do not themselves provoke interstate conflict. Changes in the treatment of reciprocal minorities instead appear to be driven by exogenous changes in interstate relations or government policies. In other words, it was not the poor treatment of reciprocal minorities that worsened bilateral relations between Greece and Turkey, but the degraded relations between Athens and Ankara that led to poorer treatment of their respective minorities.

Conclusion

This chapter examines two competing accounts of the link between population exchanges and conflict in the Balkans after World War I. The conventional account, which accords with partition theory, is that the population transfers—though immensely costly and perhaps even repugnant from a moral and ethical point of view—were necessary for resolving the nationalist conflicts in interwar Balkans. It is true that the refugees suffered tremendously in attempting to rebuild their lives under difficult circumstances in societies that were often hostile to their presence. The asymmetry of the exchanges also created economic and societal pressures for both net-receiving and net-sending countries, while the occupational mismatch between the exchanged populations often meant that the refugees adapted poorly to their new communities. Property compensation was generally inadequate and housing insufficient. Most importantly, the internationally supervised exchanges came too late for hundreds of thousands of civilians who were summarily expelled from their countries; those who remained behind were poorly protected by the League minorities system. Advocates of ethnic partition argue that these are the tragic, but sometimes necessary, costs of preventing a much worse set of atrocities associated with a prolonged war in which minorities face expulsions with neither personal security nor legal safeguards. Better to facilitate the inevitable process of ethnic “unmixing,” they would say, than try to force ethnic groups to live together under intolerable conditions.

The alternative account above challenges this interpretation of two of the most extensive population exchanges in modern history. Contrary

to the predictions of partition theory, these population transfers failed to prevent the reemergence of state-led irredentism and interstate conflict in the Balkans. Although both interstate conflicts appeared to have been resolved by the time the exchanges came to a close in the early 1930s, the Greco-Bulgarian conflict reemerged when Bulgaria’s passive alliance with Nazi Germany allowed the government to occupy territories in Greece and elsewhere. Although the Greco-Bulgarian exchange had virtually emptied these territories of ethnic Bulgarians, Sofia retained its expansionist ambitions toward Western Thrace and the Aegean, and proceeded to reverse the Greco-Bulgarian population exchange during its occupation in order to consolidate these new territorial gains. Ethnic partition through population exchanges thus did little to dampen Bulgaria’s irredentist designs on Greek territory.

In the case of Greece and Turkey, bilateral conflicts were driven by state policy rather than ethnic security dilemmas on the ground. After the exchange, the Greek population in Turkey (scattered throughout Istanbul and two isolated islands in the Aegean Sea) was too small to constitute a genuine security threat to the Turkish majority. In contrast, the remaining Muslim Turks of Greece were largely concentrated near the state border in Western Thrace and could feasibly have launched an irredentist campaign that would challenge Greece’s territorial integrity. Despite this, Turkey’s treatment of the Rum minority was generally worse than Greece’s treatment of the Turkish minority. As Alexandris pointed out, “Athens did not resort to such extreme measures as massive deportation of minorities or the instigation of destructive anti-minority riots.”67 This differential treatment is significant, because according to ethnic security logic, we should expect to see more government repression against minorities that are perceived to be a threat to the state’s territorial integrity than against minorities that pose no credible threat to the state.

Not only did the exchange of minorities between Greece and Turkey fail to prevent the recurrence of bilateral conflict, but changes in the treatment of minorities nearly always followed a change in bilateral relations between the two countries. The status of the reciprocal minorities improved only after the rapprochement of Greece and Turkey in the 1930s, a honeymoon that would last until the early 1950s. With the emergence of a right-wing leader in Greece and escalating tensions over Cyprus, these historic minorities once again occupied center-stage in Greco-Turkish relations. Despite the fact that the post–World War II Greco-Turkish dispute had very different origins than its earlier incarnation, the conflict led to the maltreatment of minorities that were associated with an earlier episode of conflict. Thus, the repression of minorities on the “wrong” side of the border was not the cause, but rather the effect, of bilateral tensions between Greece and Turkey. These tensions, in turn, were a function of government policies driven by geopolitical considerations. In sum, demographic insecurities on the ground had little to do with the rise and fall of nationalist conflict in the Balkans, which was instead driven by geostrategic inter-

67. Ibid., p. 128.
ests of the state governments.

What are the implications of this analysis for policy? First, it bears repeating that the events leading up to the expulsions in the Anatolian Peninsula were based on the calculations of Greece and Turkey in the context of Great Power intrigue. Although nothing is certain, the Allies might have significantly altered the preferences of Athens and Ankara so as to avert this chain reaction, without which population transfers are unlikely to have occurred. In any event, the fact that the exchanges merely legitimized accomplished facts on the ground calls into question whether the terms of the Conventions made any real difference to those involved. Given that the Balkan population exchanges were the most extensively supervised and regulated partitions in recent memory, one should not expect a better outcome for the vast majority of population exchanges where extensive international supervision is not a realistic possibility.

The most important conclusion of this analysis is that the actions of regional or global hegemonic players, and the relations between them, largely determine the level of ethnic conflict on the ground. Thus, the causal arrow in sectarian conflict generally runs top-down rather than bottom-up, as partition theorists would have it. As Stefan Wolff noted, “it would be wrong to argue that a more complete population exchange would have prevented tensions between the two countries. The situation of the reciprocal minorities is not deplorable because they were excluded from the population transfer, but because both Greece and Turkey have persistently denied basic minority rights…to [the] minority communities.”68 The minorities effectively “became hostages to the vicissitudes in Greco-Turkish state relations,” where “treatment by the host states over the decades depended on larger geopolitical issues, on international relations, as well as on internal political interests.”69 This conclusion puts the onus of responsibility for minority protection on state governments, rather than on ethnic insecurities borne of a mismatch between political and national borders. The proper lesson to be drawn from these exchanges was best put by C. A. Macartney, an interwar scholar of minorities and nationalism: “Such experience as we possess of the exchange of populations as a means of solving the minorities problem is not… calculated to encourage a repetition of the experiment.”70

70. Macartney, National States and National Minorities, p. 448.
Part II
Rethinking Non-state Violence
On the morning of August 20, 1955, residents of Oued Zem, a small town in Morocco southeast of Casablanca, took to the streets armed with rifles, knives, and pistols, demanding the return of the exiled sultan Mohammed V and an end to French colonialism in Morocco.1 Armed tribesmen from the countryside rode down from the hills and joined the rioting townspeople, who had severed telegraph and telephone lines connecting Oued Zem to the rest of Morocco. Accompanied by a single gendarme, the assistant civil controller, Paul Carayol, went out to calm the crowd; both were lynched. Mobs proceeded to sack and destroy European houses and enterprises. Moroccans accused of collaborating with the French were beaten and killed. At 10:30 am, a crowd entered the André Mallet hospital and killed all of the European patients. The hospital chief was also killed and his body was mutilated. For hours, rioters were able to act as if there was no French authority in Morocco. The French had foreseen little trouble in this normally peaceful town, and their troops were stationed elsewhere. By the time French forces arrived, an estimated 60–100 Europeans had died, along with many more pro-French Moroccans.2

The explosion of nationalist violence in the previously quiet town points to a general question for scholars of violence: what would incite
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1. The sultan had been sent into exile on August 20, 1953, for supporting nationalist demands. These events occurred on the second anniversary of his deposition.

normally peaceful townspeople to take up arms, destroy public buildings, lynch officials, and execute their neighbors? For some, the answer appears obvious: in the context of an ongoing nationalist struggle, the eruption of violence makes considerable sense, particularly when non-violent means have made little headway in achieving nationalist aims. By the time violence erupted in Oued Zem, Morocco had endured over forty years of French rule; a nationalist movement had been engaging in appeals and demonstrations in favor of independence for over ten years; and in major cities, an anti-colonial terrorist campaign had been operating for two years. Given the existence of an ongoing nationalist struggle, the actions of Oued Zem residents are comprehensible. One participant in the uprising thought the motivations were obvious to everyone involved: they were angry at continued French rule and tired of colonial oppression. “We rose up for our honor and our freedom,” he remembered.3 Faced with the continued French presence, the residents of Oued Zem were ultimately driven to take up arms to forcefully demand Moroccan independence.

In the context of nationalist struggles, in which multiple parties claim the right to rule the same piece of territory, the adoption of violence suggests a failure to resolve the conflict through other means. In this view, nationalists turn to violence when confronted by a state that refuses to cede its claim to the territory. Scholars of the French empire, for instance, have suggested that France’s refusal to decolonize after World War II prompted nationalist violence, making French decolonization a bloodier process than it needed to be.4 For Algeria, Frantz Fanon wrote that “the violence of the occupier, his ferocity, his delirious attachment to the national territory, induced the leaders no longer to exclude certain forms of combat.”5 The war of national liberation in Indochina has likewise been associated with France’s determination to stay in Indochina despite nationalist demands.6 Writing about ethnic conflicts more generally, Monica Duffy Toft argues that when an ethnic group demands independence and the state resists, “ethnic war is almost certain to occur.”7 Violence, by this account, escalates from an unresolved national struggle.

Understanding violence as the outcome of escalating conflict is fairly common; violence is often conceptualized as a degree of conflict, rather
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than a form. Violence, according to this logic, exists at the upper end of a continuum of conflict. The adoption of violence typically suggests that the conflict has grown worse, and reached a new level of contention. Violence thus tends to be treated as the “unproblematic extension of ordinary social movement processes.”

Doug McAdam et al. see violent collective action as a subset of the larger phenomenon of contentious politics, and argue that both violent and non-violent acts result from similar mechanisms and processes. The eruption of violence may reflect the existence of extreme grievances or strong commitment to a cause. Yet others point to problems with understanding violence as a product of ongoing conflict. Rogers Brubaker and David D. Laitin assert:

We lack strong evidence showing that higher levels of conflict (measured independently of violence) lead to higher levels of violence. Even where violence is clearly rooted in preexisting conflict, it should not be treated as a natural, self-explanatory outgrowth of such conflict, something that occurs automatically when the conflict reaches a certain intensity, a certain “temperature.” Violence is not a quantitative degree of conflict but a qualitative form of conflict, with its own dynamics.

They advocate disentangling violence from conflict and theorizing violence as a distinct object of study. Stathis N. Kalyvas likewise critiques the tendency to treat violence as a synonym for conflict, such that terms like “ethnic conflict,” “ethnic violence,” or “ethnic war” take on the same meaning. Conflict need not be violent; violence need not reach the level of war; and the causes of violence may differ from the causes of other forms of conflict. Several chapters in this volume suggest that the adoption of violence is a choice; actors in conflict adopt violence only in specific contexts. Conflict does not eventually and inevitably produce violence if unresolved. The turn to violence may have little to do with the duration of the conflict, its intensity, or the level of antagonism between the parties to the conflict. Additionally, violence may not begin only after other options have been tried and rejected. Violence, according to this logic, is not a “stage” of conflict, but a separate kind of conflict, different from non-violent conflict.

The question of whether violence should be theorized as a stage of conflict or as a distinctive form of conflict is an empirical one, and cannot be settled solely by thinking through the problem theoretically. Both

13. See the chapters by Bakke, Bulutgil, Cunningham and Beaulieu, and Downes in this volume.
views are plausible. The idea that violence escalates from ongoing, intractable conflict remains appealing, and is widespread in both scholarly and journalistic accounts of violence. Treating violence as an autonomous phenomenon goes against the intuition that prior conflict must somehow be related to subsequent violence. Yet the critique that violence is qualitatively different from other kinds of political opposition also resonates with what is known about the vast number of differences between violent and non-violent contexts. Violence hardly seems to be an extension of ordinary politics, but is instead an abrupt rupture of the existing political process. To understand whether uprisings like the one in Oued Zem result from exasperation with ongoing conflict or from other factors, we need to consider the ways that violence emerges from conflicts theoretically and empirically.14

This chapter investigates the relationship between ongoing conflict and the eruption of nationalist violence, asking whether we should treat violence as a degree of conflict or a different form of conflict. The objective is not to address all potential explanations for nationalist violence, but instead to evaluate those arguments that conceptualize violence as the outgrowth of conflict.15 I begin by considering the ways that conflict may escalate and produce violence theoretically, pointing to both possibilities and problems with accounts that see violence growing out of contexts characterized by political conflict. Second, I turn to empirics, drawing on cases from the French colonial empire. These cases should favor an account that associates escalating conflict with violence. The most common explanations for violence in the French empire see it emerging from the growing conflict between colonized populations and the French over France’s refusal to relinquish its colonies. Yet while opposition to French rule exists in all of the cases under discussion, violence erupts in only some. This variation provides an opportunity to consider why an existing political conflict might or might not lead to violence.

Analyzing cases from this one empire is advantageous not only because of the degree of variation, but also because this research design controls for differences between occupying powers, holds imperial policies and attitudes common throughout the empire constant, and restricts the time frame of the analysis, thereby introducing fewer confounding factors. In addition, a medium-N analysis permits a better grasp of the case material than a large-N analysis would; data quality is higher. In section three, I provide additional empirical analysis in the form of a systematic subnational study of violence in colonial Morocco.

14. Brubaker and Laitin are correct in asserting that we lack evidence linking high levels of conflict to high levels of violence, but empirical evidence can be brought to bear in favor of or against this hypothesis.

15. I therefore bracket explanations for violence that do not fit into a violence-as-escalation framework. For example, one potential explanation for violence is based on diffusion: violence in one place may influence violence elsewhere. This alternative argument is not one I evaluate here; the objective is instead to consider one influential group of theories of violence.
I demonstrate that the eruption of violence cannot be explained by arguments that see violence resulting from intransigent French rule. France’s refusal to cede to nationalist demands did not inexorably produce violent resistance. Surprisingly, violence did not erupt where French rule was most long-standing, stubborn, or cruel. Nationalist violence in the French empire does not fit an account that sees violence as the self-explanatory outgrowth of an ongoing, intractable conflict. These findings suggest that violence may indeed be a different form of conflict, rather than a higher degree of it. Violent conflict, I argue, is qualitatively different from non-violent conflict. I conclude by considering the wider implications of the argument for the study of violence.

Conflict Escalation and Violence

Nationalist conflicts are characterized by competing claims to the same territory, but not all conflicts become violent. Why might some nationalist conflicts lead to violence, while others do not? One obvious answer is that some conflicts may be resolved before violence erupts if one side withdraws its claim. If one side cedes the disputed territory to the other and the basis for conflict evaporates, it is hard to see why further conflict, violent or otherwise, would ensue. This point is entirely obvious: there needs to be some conflict for the conflict to be either violent or non-violent. Of course, this simple scenario could be complicated by a number of factors. For instance, if all the parties on the ceding side are not in agreement, the conflict cannot be said to have been resolved and may persist. Alternatively, even if the ceding side fully withdraws, conflict and violence could occur among the victors as they establish control over the territory, but this conflict would be not be the same as the initial one; it would oppose actors who had previously been on the same side, and might not be coded as nationalist.

But setting aside the possibility that one side gives up and the conflict ends, what are the consequences of intransigence? If both the existing ruler and the nationalists opposing the existing ruler persist in claiming the same territory, why might violence follow? Violence does not erupt in all unresolved nationalist conflicts; other options exist. Nationalists can negotiate, seek assistance from outside actors, organize non-violent demonstrations, and appeal in international arenas. We need mechanisms that link an existing conflict to the very specific outcome of violence. Below I discuss four reasons why ongoing conflict could prompt nationalists to take up arms.

First, ongoing conflict may turn violent if violence is believed to be more effective than non-violent tactics. Continued non-violent pressure may come to seem increasingly futile over time, and persistent conflict may point to the potential utility of violence for settling the question. One interviewee, El Hajj Mohammed Naji, claimed that the Oued Zem uprising was more effective than other forms of nationalist action because the French announced their withdrawal from Morocco just three months after
it took place. “In one day, we achieved what it took eight years to achieve in Vietnam,” he stated.

However, the potential effectiveness of violence is difficult to know in advance. The problem with Naji’s statement is that the effectiveness of the Oued Zem uprising only became apparent after the French announcement; prior to the uprising, its potential efficacy might have seemed questionable.16 When non-violent strategies have not yet achieved results, nationalists must make estimates about whether those strategies will pay off in the future or whether violent strategies will work better. Such calculations are exceedingly difficult to make; embracing violence might shift the balance of power in favor of the nationalists, but it might also fail spectacularly, leading to the destruction of nationalist actors and visiting brutal reprisals on the population. Violence by a non-state actor is risky, particularly when used against a well-armed foe.17

Moreover, evidence suggests that violence may be a suboptimal strategy for non-state actors. A number of scholars have argued that social movements turn violent at moments of weakness. Marsha Crenshaw suggests that elites embrace terrorism when they cannot get mass support for peaceful mobilization.18 Sidney Tarrow and Donatella Della Porta argue that violence erupts on the downside of a mobilization cycle.19 Della Porta, for instance, suggests that violence begins when resources for mobilization become scarce. V.P. Gagnon argues that elites in Serbia provoked ethnic violence to divert attention from the ongoing economic crisis and strong demands for democratic reforms.20 These accounts see violence as a strategy seized out of weakness, not one chosen out of a belief in its efficacy. Using large-N data, Maria J. Stephan and Erica Chenoweth find that non-violent strategies are more effective than violent strategies at helping non-state actors achieve their goals.21 The existing empirical evidence

16. Furthermore, attributing the French withdrawal to this particular uprising is problematic, given that both peaceful and non-violent tactics had been used elsewhere in Morocco and also affected the French decision.
undermines the claim that non-state actors adopt violence because of its proven effectiveness.

A second way that violence may result from an ongoing conflict is via state repression. If non-violent mobilization is growing and demands on the state are mounting, the conflict may appear increasingly threatening. The state may therefore decide to respond to nationalist demands with violence. Nationalist violence may then erupt in response to state violence. Charles Tilly has suggested that the state is often the initiator of violence, starting off a violent conflict with its own use of violence. Jeff Goodwin has argued that revolutions begin when the state represses non-violent political action, leaving non-state actors with no other option besides violence. This argument implies that violence erupts when the non-state actor is in a position of strength; the logic is that a popular non-violent movement provokes state repression which then leads to the adoption of violence.

Evaluating the relationship between state repression and nationalist violence is tricky. The effects of repression on regime opposition have been widely discussed in the literature on opposition in authoritarian regimes. Yet repression seems to have contradictory effects. On the one hand, it is thought to be a critical authoritarian tool capable of silencing opposition. But on the other hand, repression has also been said to spur opposition. For example, one historian wrote that repression stifled Tunisian nationalists in 1938, but fueled Tunisian nationalism in 1952. Repression apparently produces different results at different times. Even if repression does provoke opposition, it may do so by prompting further peaceful opposi-

25. See Steven Heydemann, Authoritarianism in Syria: Institutions and Social Conflict, 1946–1970 (Ithaca, N.Y.: Cornell University Press, 1999). Like Goodwin in No Other Way Out, he argues against the view that repression helps regime longevity, pointing out that authoritarian regimes have collapsed even with high levels of repression.
26. Jamil M. Abun-Nasr, A History of the Maghrib (Cambridge: Cambridge University Press, 1975), p. 349. This is but one example of the tendency to attribute contradictory outcomes to the use of repression. To take another, in The Islamic Threat: Myth or Reality? (New York: Oxford University Press, 1999), John L. Esposito argues that “Black Friday” was a turning point in the Iranian Revolution. On that day, repressive measures became intolerable; “white- and blue-collar workers, traditional and modern middle classes, city dwellers and rural peasants swelled the ranks of the opposition...in Tehran almost two million people called for the death of the Shah.” Just two pages later, however, Esposito credits the excessive use of repression as the reason for Khomeini’s success in implementing his revolution. His analysis thus suggests that repressive tactics can have unpredictable outcomes. Ellen Lust-Okar points to the failure of repression to explain divergent outcomes in Structuring Conflict in the Arab World: Incumbents, Opponents, and Institutions (Cambridge: Cambridge University Press, 2006), p. 15.
tion or generating more popular support for the cause rather than by specifically causing violence. Repression can therefore have several different logical outcomes: it may silence opposition, provoke further peaceful mobilization, or lead to violence.\textsuperscript{27}

Another difficulty with evaluating the impact of repression on violence is the potential for endogeneity. It can be hard to discern whether violence is initiated by the state or state violence is carried out in response to nationalist violence; there are often conflicting claims about which party first used violence.\textsuperscript{28} One way to address this problem is by looking not at repression, but at its antecedent. If strong nationalist movements are more likely to appear threatening and therefore to invite repression, and repression leads to nationalist violence, then a strong nationalist movement may be a good predictor of violence.

A third way that an ongoing conflict may push people to embrace violence is by altering perceptions that violence is immoral. As conflict continues, and the state refuses to recognize the legitimacy of nationalist aspirations, the sense that violence is an inappropriate way to resolve conflict may erode. Ongoing conflict may serve to make the enemy appear unjust, even demonic.\textsuperscript{29} The very intransigence of the foe may invite violence. For instance, one scholar writes: “the violence and cultural hubris of European colonialism called forth its violent negation in the national liberation movements of the 1950s.”\textsuperscript{30} The injustices of colonialism, in this view, merited a violent response; violence was an appropriate and equivalent answer to imperialism.

Violence may not just become appealing for cognitive, ethical reasons. A fourth and related way that enduring conflict may produce violence is via emotions. An unresolved conflict is likely to generate anger and frustration, which may spark violence.\textsuperscript{31} A number of scholars have suggested

\textsuperscript{27} Studies have also looked at the impact of repression on the use of violence in the context of ongoing civil wars, asking whether particular types of repression, either discriminate or indiscriminate, are effective against insurgencies. These studies do not posit, however, that such repression explains the initial adoption of violence, since in these contexts, state repression is used when violent conflict has already begun. For examples, see Kalyvas, \textit{The Logic of Violence}, particularly chaps. 6 and 7; Matthew Adam Kocher, Thomas B. Pepinskiy, and Stathis N. Kalyvas, “Aerial Bombardment, Indiscriminate Violence, and Territorial Control in Unconventional Wars,” unpublished manuscript; Jason Lyall, “Does Indiscriminate Violence Incite Insurgent Attacks? Evidence from Chechnya.” \textit{Journal of Conflict Resolution}, Vol. 53, No. 3 (2009), pp. 331–362.


\textsuperscript{29} See Kalyvas, \textit{The Logic of Violence}, p. 65, for a discussion of works that link violence to the demonization of the enemy.


that ethnic and nationalist conflict in particular involves intense hatred and the desire for vengeance.\textsuperscript{32} These emotions may then contribute to the sense that violence in morally warranted.

But the problem with basing a theory of violence on anger, frustration, or a sense of the justness of violence is one of incompleteness. These explanations assume an unproblematic leap from emotions to violence or from support for violence to its use. Beliefs about the appropriateness of violence and emotions about the enemy do not constitute an explanation for violence without an account of how such beliefs and emotions produce violent acts in particular. Anger, frustration, and a sense of injustice rarely generate violence. As Randall Collins put it:

such explanations assume violence is easy once the motivation exists. Micro-situational evidence, to the contrary, shows that violence is hard. No matter how motivated someone may be, if the situation does not unfold so that confrontational tension/fear is overcome, violence will not proceed. Conflict, even quite overtly expressed conflict, is not the same as violence, and taking the last step is not at all automatic.\textsuperscript{33}

Collins finds that people are generally not good at violence; he shows that while humans certainly have the capacity to be angry and aggressive, the most frequent tendency is to stop short of violence. The typical response to confrontational situations is to swallow one’s anger and frustration and back down, or to let emotions go with bluster and bluff.\textsuperscript{34} In Jon Elster’s terms, frustration can merely lead to “sour grapes,” and induce preference change, whereby actors adjust to circumstances they find distasteful.\textsuperscript{35}

If emotions and beliefs are consistent with a variety of actions, and violence only rarely results, it is difficult to base an explanation for violence on such factors. Ongoing nationalist conflict may indeed produce anger, frustration, and support for violent actions, but further consideration is required to specify the conditions under which these feelings lead to violence. Still, while these factors do not provide a complete account of violence, they may be useful as a partial account. Anger, frustration, and support for violence may raise the probability that violence erupts. They may be necessary for nationalist violence. The key challenge empirically


\textsuperscript{34} Collins, \textit{Violence}, pp. 10, 21, 27. On p. 22, he specifically addresses the eruption of violence in situations akin to nationalist conflicts when he discusses resistance theories that see violence as a response to subordination in large-scale social structure. He likewise argues that while such theories assume violence is easy and requires only a motive, resistance violence is just as difficult as other kinds of violence.

is measurement; it is difficult to measure emotions and beliefs, and even more difficult to compare relative levels of emotions and beliefs across places. Moreover, emotions and beliefs may be endogenous to violence once it begins. In the next section, I consider whether places where the population had more reason to be angry and frustrated at the injustices and persistence of French rule were those where violence erupted. Before turning to an empirical evaluation of the proposed mechanisms that link conflict escalation to violence, two further issues are worth keeping in mind. First, accounts of violence often reason back from the violence to identify triggers of violence. For instance, the very presence of violence itself is sometimes seen as evidence that actors must have thought violence would be effective, or that participants were motivated by anger, frustration, or a sense of righteousness. It is likewise easy to identify an outburst of violence and fix on a preceding instance of repression as the reason for the violence. This practice of “doing history backward” biases analysis of the causes of violence, both because the outcome is used as evidence of the causes of that outcome and because individual motivations are extrapolated from macro outcomes even when individual-level data are lacking. The challenge is to measure the potential factors linking conflict to violence independently of any subsequent violence.

A second issue to consider is the relative rarity of violence. Violence could potentially be effective at attaining all sorts of ends, yet it is used only rarely. Anger, frustration, and moral indignation are common human emotions that generally do not prompt violence. Even in situations of persistent ethnic and nationalist difference, violence seldom erupts. Most nationalist conflicts do not produce widespread violence. Any useful theory of nationalist violence needs to address why conflict so often fails to produce violence. Using a dataset of cases from the former Soviet Union, Mark R. Beissinger finds it difficult to identify structural determinants of violence that differentiate violent conflicts from non-violent conflicts and concludes that “mobilized nationalist violence is generally a less structured and less predictable phenomenon than nonviolent nationalist mobilization.” While Lars-Erik Cederman and Luc Girardin find that violence is more likely to erupt where one ethnic minority dominates other ethnic groups, they too note that violence does not always erupt in such situations, and point to the need to analyze cases that actually feature

36. See Kalyvas, The Logic of Violence, p. 78; he suggests that while deep group rivalry and resentment is often seen as a cause of war, polarization between different parties may be endogenous to the war itself.
41. Ibid., p. 283.
ethno-nationalist violence from those that have similar structural features, but no violence.\(^{42}\)

In the next section, I look at cases from the French empire. In these cases, the French dominated ethnically, linguistically, and racially different populations, ruling in a way that was widely acknowledged as unjust and exploitive, yet violence erupted in only a portion of these cases. These cases facilitate consideration of both the occurrence and the non-occurrence of violence in nationalist conflicts.

**Violent and Non-Violent Nationalist Conflict in the French Empire**

The dominant explanations for the onset of nationalist violence in the colonial world focus on the intransigence of colonial rulers. For the French empire, the accepted wisdom is that exasperation with continuing colonial rule and the failure to achieve aims through other means prompted violence.\(^{43}\) This explanation reflects the view that violence escalates from existing nationalist conflict in the ways suggested in the previous section: ongoing French rule has been linked to anger, frustration, and a growing sense of the justness and efficacy of violence, particularly given that the French often repressed peaceful nationalist activity. These cases therefore provide a difficult test for the argument that violence constitutes a separate form of conflict, and is not an outgrowth of a worsening, intractable conflict.

The French confronted numerous nationalist movements demanding independence in the mid-twentieth century, yet while nationalist opposition was widespread, violent opposition was rarer. Nationalists’ use of violence varied across the empire, with lengthy wars in Algeria and Vietnam, terrorism and insurgency in Morocco, Tunisia, Syria, Cameroon, and Madagascar, and peaceful mobilization elsewhere (see Table 6.1).\(^{44}\) If intransigence is to account for the distribution of violence across the empire, it needs to vary. Violence may have erupted only where the French were particularly stubborn about maintaining colonial rule. France wanted to retain control over Vietnam and Algeria, for instance, and fought long wars to do so. The problem with explanations based on intransigence is that intransigence itself is often measured by whether or not there is a

---


43. For examples that link violence to France’s refusal to relinquish its territories, see Betts, *France and Decolonisation*; Clayton, *The Wars of French Decolonization*; and Spruyt, *Ending Empire*.

44. Since this article is concerned with analyzing why conflict sometimes leads to violence, the table excludes French colonies with no significant nationalist movement in the mid-twentieth century (and therefore no ongoing nationalist conflict): French Polynesia, Guadeloupe, Martinique, St Pierre and Miquelon, Réunion, French India, Wallis and Futuna, French Guiana, and New Caledonia.
violent conflict, rather than through prior indicators of France’s commitment to specific colonies. I posit instead a number of potential indicators of French intransigence, and evaluate their ability to account for patterns of violence across the empire.

Table 6.1. Twentieth-Century French Colonies with Nonviolent and Violent Nationalist Movement.

<table>
<thead>
<tr>
<th>Non-Violent Mobilization</th>
<th>Violent Mobilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambodia</td>
<td>Algeria</td>
</tr>
<tr>
<td>Chad</td>
<td>Cameroon</td>
</tr>
<tr>
<td>Comoros</td>
<td>Madagascar</td>
</tr>
<tr>
<td>Dahomey</td>
<td>Morocco</td>
</tr>
<tr>
<td>Djibouti</td>
<td>Syria</td>
</tr>
<tr>
<td>French Sudan</td>
<td>Tunisia</td>
</tr>
<tr>
<td>Gabon</td>
<td>Vietnam</td>
</tr>
<tr>
<td>Guinea</td>
<td></td>
</tr>
<tr>
<td>Ivory Coast</td>
<td></td>
</tr>
<tr>
<td>Laos</td>
<td></td>
</tr>
<tr>
<td>Lebanon</td>
<td></td>
</tr>
<tr>
<td>Mauritania</td>
<td></td>
</tr>
<tr>
<td>Middle Congo</td>
<td></td>
</tr>
<tr>
<td>Niger</td>
<td></td>
</tr>
<tr>
<td>Oubangui-Chari</td>
<td></td>
</tr>
<tr>
<td>Senegal</td>
<td></td>
</tr>
<tr>
<td>Togo</td>
<td></td>
</tr>
<tr>
<td>Upper Volta</td>
<td></td>
</tr>
</tbody>
</table>

ENDURING FRENCH RULE: TIME AND THE LIKELIHOOD OF VIOLENCE

The first indicator concerns the impact of time. If violence is more likely to occur when a conflict has dragged on, the passage of time should increase the likelihood of violence. This hypothesis reflects a number of the mechanisms linking escalating conflict to violence. Opponents of French rule may be willing to be patient for a time before using violence to attain their ends, but the passage of time may make the conflict seem more intractable and may lead actors to estimate that violence might be more effective. The passage of time may also anger and frustrate colonized populations and lead them to support the use of violence.

One indicator that captures these arguments could be the length of time that the French controlled a territory. Where the colonial power ruled for a longer period of time, we might reasonably expect people to be more exasperated with ongoing colonial rule and more willing to take up arms. Yet this distinction does not appear to correlate with the occur-
rence of nationalist violence across the empire. In addition to Vietnam and Algeria, which were long-standing French possessions, violence also occurred in Morocco and Syria, places the French had not controlled for long. Moreover, the French were adamant about maintaining their control over French Africa, yet there was little anti-colonial violence there, even in places like Senegal, which had been a French possession since the mid-nineteenth century. Instead, there was violent conflict in Cameroon, which had only been in French hands since World War I. Table 6.2 shows the territories with nationalist movements by century of French colonization. Only a quarter of the territories that were colonized in the nineteenth century had violent nationalist movements, while over a third of later acquisitions experienced violence. Enduring a longer period of colonialism is not associated with a higher incidence of nationalist violence.

Table 6.2. French Territories with Nationalist Movements, by Century of French Conquest.

<table>
<thead>
<tr>
<th>Violence?</th>
<th>19th</th>
<th>20th</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>13 (76%)</td>
<td>5 (63%)</td>
<td>18 (72%)</td>
</tr>
<tr>
<td>Yes</td>
<td>4 (24%)</td>
<td>3 (37%)</td>
<td>7 (28%)</td>
</tr>
<tr>
<td>Total</td>
<td>17 (100%)</td>
<td>8 (100%)</td>
<td>25 (100%)</td>
</tr>
</tbody>
</table>

Fisher’s exact test: p=.6

This indicator does not specifically capture the duration of conflict between the colonizing power and the population, however. The relevant amount of time to consider may not be the overall length of the colonial period, but the amount of time that local peaceful organizers have been challenging French rule. According to this argument, the time-bomb starts ticking not when colonial rule begins, but when opposition to colonial rule begins; people will wait only so long before they turn to violence to solve the conflict. The duration of the conflict may also be a good indicator of the strength of the nationalist movement. Stronger nationalist movements may invite more repression and therefore may be more likely to become violent.

Identifying the onset of nationalist conflict in each territory is not easy. Evidence of resistance to French rule can often be documented from the early days of conquest, meaning that the duration of the colonial period may in fact be a good measure of the duration of conflict between the French and the occupied. Alternatively, the conflict could be said to have

45. Even where resistance was not overt, colonized populations relied on “weapons
begun with the first instances of organized political action objecting to French colonial rule, or the first calls for independence (which often came from those who were working or studying overseas in Europe, not inhabitants of the colonies), or the first instances of mass nationalist protest against French rule.

Regardless of how the start of the conflict is dated, its duration is unlikely to explain the distribution of violence across the empire. Nationalist conflict in three of the seven violent cases had a very limited history. In Madagascar, violence erupted only a year after the founding of the first nationalist party.\(^{46}\) In French Cameroon, the Union des Populations du Cameroun (UPC) turned violent within five years of its founding.\(^{47}\) Likewise, armed revolt broke out in Syria within five years of the establishment of the French Mandate.\(^{48}\) The other violent cases occurred in places with varying histories of nationalist resistance. In Morocco and Tunisia, nationalist claims had been made for about a decade before violence began. In Vietnam, nationalist organizing had been sporadically occurring since the 1930s before violence erupted during World War II. Depending on how it is calculated, nationalist conflict in Algeria lasted between eight and seventeen years before violence erupted.\(^{49}\) The wide variation in the time it took for violence to begin in these seven cases undermines the claim that long, intransigent conflict produces violence.

A look at the peaceful parts of the empire likewise fails to show a relationship between the duration of conflict and nationalist violence. Nationalist mobilization began at about the same time in Lebanon and Syria, yet violence erupted only in Syria. Senegal had a much longer history of political organization than Madagascar and Cameroon, where violence erupted despite the weakness of nationalist mobilization in both places.

of the weak” to resist throughout the colonial era. On this type of resistance, see James C. Scott, *Weapons of the Weak: Everyday Forms of Peasant Resistance* (New Haven, Conn.: Yale University Press, 1987).


49. Nationalist demands were first heard from a small group in France, but it may be more reasonable to date the onset of nationalist conflict in Algeria to the founding of the Parti du Peuple Algérien (P.P.A.) in 1937, although nationalist mobilization was neither popular nor widespread in Algeria until the mid-1950s. Violence erupted briefly in 1945, but an organized, sustained violent campaign did not begin until 1954. For more on nationalism in Algeria, see Alistair Horne, *A Savage War of Peace: Algeria 1954–1962* (New York: Viking Press, 1977); John P. Entelis, *Comparative Politics of North Africa: Algeria, Morocco, and Tunisia* (Syracuse, N.Y.: Syracuse University Press, 1980); Benjamin Stora, *Algeria 1830–2000: A Short History* (Ithaca, N.Y.: Cornell University Press, 2001); and James M. McDougall, *History and the Culture of Nationalism in Algeria* (Cambridge: Cambridge University Press, 2006).
Although violence did not occur in most of French Africa, political conflict was not absent. Opposition to the French occurred across French territories in Africa, but it often took a different form; most opposition to the French focused on demanding equality and citizenship, not national independence. Nationalist claims in much of Africa did not become widespread until 1956, but violence was not adopted before independence arrived, not even in places like Djibouti and the Comoros, which did not become independent until the mid-1970s. It is thus difficult to sustain the argument that longer conflict leads to violent nationalism. Nationalist movements with a long history of opposition to colonial rule appear neither necessary nor sufficient for nationalist violence.

**TYPE OF COLONIAL RULE AND THE LIKELIHOOD OF VIOLENCE**

Another indicator of France’s intention to maintain its rule is the status of the territory. France’s imperial possessions were divided into several categories. Algeria was composed of three French departments, and thus was considered an integral part of the French republic itself. Other territories were designated as colonies, protectorates, or mandates. Protectorates and mandates were explicitly created as temporary arrangements, while colonies and departments were integral territories of France overseas. Mandates were supposed to be moving toward independence, and protectorates were understood to have distinctive national personalities that the French promised to protect. We might thus expect that because France saw its colonies and departments as integral possessions, it would be more reluctant to decolonize those than its protectorates and mandates. This reluctance might prove frustrating to opponents of the French living in colonies and departments. If frustration with seemingly permanent colonial rule produces violence, we should see more violence in colonies and departments than in protectorates or mandates.

Additionally, the status of the territory may be correlated with patterns of repression and injustice; the French may have had a freer hand to mistreat populations in their colonies and departments than they did in protectorates and mandates. The French had to answer to the League of Nations for their actions in the mandates; in protectorates, the French typically ruled in collaboration with a local leader who may likewise have been able to restrict French actions to some degree. If repression is cor-

---

50. Frederick Cooper, *Africa Since 1940, the Past of the Present* (Cambridge: Cambridge University Press, 2002), p. 39. As in Algeria, demands for African independence were largely articulated by African student and activist groups in France, not in the African territories themselves, where political leaders advocated reform.

related with territorial status and increases the risk of violence, we would expect to see more violence in colonies and departments.

The data, however, do not suggest a relationship between territorial status and violence. Five of the seven territories with violent nationalist movements were protectorates or mandates (Syria, Cameroon, Morocco, Tunisia, and Vietnam). Table 6.3 suggests that colonies and departments were less likely to experience nationalist violence than mandates and protectorates, although the difference was not statistically significant. This indicator of intransigence does not appear to explain the pattern of violence.

Table 6.3. French Territories with Nationalist Movements, by Territorial Status.

<table>
<thead>
<tr>
<th>Violence?</th>
<th>Colony/Department</th>
<th>Mandate/Protectorate</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>14 (87.5%)</td>
<td>4 (44%)</td>
<td>18 (72%)</td>
</tr>
<tr>
<td>Yes</td>
<td>2 (12.5%)</td>
<td>5 (56%)</td>
<td>7 (28%)</td>
</tr>
<tr>
<td>Total</td>
<td>16 (100%)</td>
<td>9 (100%)</td>
<td>25 (100%)</td>
</tr>
</tbody>
</table>

Fisher’s exact test: p=.06

SETTLERS AND THE LIKELIHOOD OF VIOLENCE

Another important indicator of French intransigence is the presence of settlers. Settlers could prompt nationalist violence for a number of reasons. First, French settlers were consistent advocates of maintaining French rule; where large numbers of them lived, we might expect serious resistance to decolonization. Settler pressure to maintain colonial rule might then incite violence, since nationalists may see peaceful tactics as ineffective where settlers were blocking negotiations.

Second, settlers are an observable indicator of colonial injustice. Settlers enjoyed privileges that natives were denied; they had a voice in government, favorable land-settlement policies, and a better standard of living. French settlers were often cruel to indigenous populations, whom they saw as uncivilized and inferior. Settler behavior may have exac-

52. On settlers and conflict, see Ian S. Lustick, Unsettled States, Disputed Lands (Ithaca, N.Y.: Cornell University Press, 1993).

53. For example, settlers in Algeria commonly referred to Algerians as “sales Arabs” (dirty Arabs). Even educated Algerians were often treated with condescension and contempt; settlers tended to address all Algerians not by name, but by an all-purpose name, usually “Ahmed.” See Charles-André Julien, L’Afrique du Nord en marche. Nationalismes musulmans et souveraineté française (Tunis: Cérès Editions, 1972), p. 58; and
erbated grievances, produced anger and resentment, worsened the conflict between the colonizer and the nationalists, and ultimately provoked violence. If violence happened where colonial rule was most unjust, we should observe a correlation between settlers and violence.

Third, settlers often had a disproportionate say in colonial policy and typically advocated a hard line against nationalist agitators. It is reasonable to suppose that repression was more widespread in settler territories than in other places, because settlers influenced local policing. If repression provokes violent nationalist responses, settler colonies should be more violent.

Table 6.4 uses data from the post-war period to show the presence of European settlers across the French empire in the mid-1940s. The territories are listed by increasing percentage of settlers, and are somewhat suggestive of a relationship between settlers and violence. The three territories with the largest percentage of settlers experienced violence, and eleven of the sixteen territories without violence had populations with less than a quarter-percent of settlers. Yet the correlation is imperfect: Senegal and Djibouti had a relatively large percentage of settlers, but no violence, and the populations of Cameroon and Vietnam were less than 1 percent settler, yet violence occurred.

In addition, sub-national population data do not support the view that the presence of settlers encouraged violence. The places where settlers were most numerous were often not the most violent places. In Vietnam, only 18 percent of French settlers lived in the north of the country, where the majority of violence occurred. The rest lived in the south and the center of the country. In Algeria, violence primarily occurred in the countryside, while settlers were concentrated in towns. In Syria, the Great Revolt began as a local affair in a remote, mountainous region with almost no French presence. In the third section of this chapter, I systematically consider the impact of settlers on violence in Morocco.

David Prochaska, *Making Algeria French. Colonialism in Bône, 1870–1920* (Cambridge: Cambridge University Press, 1990), p. 208. The situation was no different in other parts of the empire; French settlers used the more familiar “tu” rather than the more formal “vous” when addressing natives in Africa.

54. Data are drawn from the *Annuaire Statistique de l’Union Française Outre-mer, 1939–1949, Tome Premier*, Ministère de la France d’Outre-mer, Service des Statistiques, Paris, 1951. Since the data concern the post-war empire, Syria and Lebanon, which had become independent, were excluded. Excluding them strengthens the relationship between settlers and violence, since Syria was violent yet had few settlers. Data on the French population were missing for Upper Volta, but can be assumed to be less than 1,000, since there were under 2,000 people in the European and assimilated natives category. The data come from censuses taken in individual territories from 1946–1950.

55. In Algeria, violence most often took the form of insurgency in the rural areas, while the FLN employed terrorism in the cities. This conforms with Matthew Kocher, “Human Ecology and Civil War,” Ph.D. Dissertation, University of Chicago, 2004. He argues that insurgency flourishes in less densely populated areas, while terrorism is the strategy of choice for cities, where state forces are concentrated.

Table 6.4. French Settlers and Violence.

<table>
<thead>
<tr>
<th>Territories</th>
<th>% Settler</th>
<th>Violence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chad</td>
<td>0.03</td>
<td>No</td>
</tr>
<tr>
<td>Upper Volta</td>
<td>0.03</td>
<td>No</td>
</tr>
<tr>
<td>Togo</td>
<td>0.04</td>
<td>No</td>
</tr>
<tr>
<td>Niger</td>
<td>0.06</td>
<td>No</td>
</tr>
<tr>
<td>Mauritania</td>
<td>0.07</td>
<td>No</td>
</tr>
<tr>
<td>Oubangui-Chari</td>
<td>0.1</td>
<td>No</td>
</tr>
<tr>
<td>Laos</td>
<td>0.11</td>
<td>No</td>
</tr>
<tr>
<td>Dahomey</td>
<td>0.15</td>
<td>No</td>
</tr>
<tr>
<td>Comoros</td>
<td>0.17</td>
<td>No</td>
</tr>
<tr>
<td>Guinea</td>
<td>0.19</td>
<td>No</td>
</tr>
<tr>
<td>French Sudan</td>
<td>0.19</td>
<td>No</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.25</td>
<td>Yes</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0.27</td>
<td>Yes</td>
</tr>
<tr>
<td>Gabon</td>
<td>0.3</td>
<td>No</td>
</tr>
<tr>
<td>Ivory Coast</td>
<td>0.34</td>
<td>No</td>
</tr>
<tr>
<td>Middle Congo</td>
<td>0.4</td>
<td>No</td>
</tr>
<tr>
<td>Madagascar</td>
<td>1.06</td>
<td>Yes</td>
</tr>
<tr>
<td>Senegal</td>
<td>1.09</td>
<td>No</td>
</tr>
<tr>
<td>Djibouti</td>
<td>2.14</td>
<td>No</td>
</tr>
<tr>
<td>Morocco</td>
<td>3.09</td>
<td>Yes</td>
</tr>
<tr>
<td>Tunisia</td>
<td>4.46</td>
<td>Yes</td>
</tr>
<tr>
<td>Algeria</td>
<td>10.1</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6.4 does not control for other demographic factors. Table 6.5 provides another list of French territories, this time ordered by total population size. The table shows that five of the six territories with nationalist violence were also those with the largest overall populations. One of the most robust findings in the literature on civil war is that places with larger populations are more prone to civil war.\(^{57}\) Of the most populous territories, Algeria, Morocco, Madagascar, and Tunisia also had a relatively large percentage of settlers. The evidence is thus inconclusive; settlers and violence may not be causally related; instead they could both be artifacts of the overall population size.\(^{58}\) Given the limits of existing data, it is

---


58. I also considered the impact of the absolute number of settlers on violence, although the percentage of settlers better captures the visibility of settlers in the population. Places with the largest number of settlers tended to be violent, although again this may be an artifact of overall population size. Elsewhere, I suggest that settlers
difficult to fully ascertain the importance of settlers for violence. A large-
N dataset that could test alternative theories while controlling for factors
such as population size would be helpful, but reliable cross-national data
on colonial territories is currently unavailable.59

Table 6.5. Total Population and Violence.

<table>
<thead>
<tr>
<th>Territories</th>
<th>Population `000s</th>
<th>Violence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Djibouti</td>
<td>56</td>
<td>No</td>
</tr>
<tr>
<td>Comoros</td>
<td>142</td>
<td>No</td>
</tr>
<tr>
<td>Gabon</td>
<td>409</td>
<td>No</td>
</tr>
<tr>
<td>Mauritania</td>
<td>518</td>
<td>No</td>
</tr>
<tr>
<td>Middle Congo</td>
<td>684</td>
<td>No</td>
</tr>
<tr>
<td>Togo</td>
<td>982</td>
<td>No</td>
</tr>
<tr>
<td>Oubangu-Chari</td>
<td>1072</td>
<td>No</td>
</tr>
<tr>
<td>Laos</td>
<td>1169</td>
<td>No</td>
</tr>
<tr>
<td>Dahomey</td>
<td>1505</td>
<td>No</td>
</tr>
<tr>
<td>Senegal</td>
<td>1992</td>
<td>No</td>
</tr>
<tr>
<td>Niger</td>
<td>2029</td>
<td>No</td>
</tr>
<tr>
<td>Ivory Coast</td>
<td>2066</td>
<td>No</td>
</tr>
<tr>
<td>Guinea</td>
<td>2180</td>
<td>No</td>
</tr>
<tr>
<td>Chad</td>
<td>2241</td>
<td>No</td>
</tr>
<tr>
<td>Cameroon</td>
<td>3006</td>
<td>Yes</td>
</tr>
<tr>
<td>Upper Volta</td>
<td>3070</td>
<td>No</td>
</tr>
<tr>
<td>French Sudan</td>
<td>3164</td>
<td>No</td>
</tr>
<tr>
<td>Tunisia</td>
<td>3231</td>
<td>Yes</td>
</tr>
<tr>
<td>Madagascar</td>
<td>4207</td>
<td>Yes</td>
</tr>
<tr>
<td>Morocco</td>
<td>8617</td>
<td>Yes</td>
</tr>
<tr>
<td>Algeria</td>
<td>8682</td>
<td>Yes</td>
</tr>
<tr>
<td>Vietnam</td>
<td>22663</td>
<td>Yes</td>
</tr>
</tbody>
</table>

indirectly affected violence via their impact on colonial government. See Adria Law-
coming.

59. A large-N dataset would also create new problems for analysis because it would
include territories from other empires, yet settler populations may not have affected co-
lonial decision-making in the same way in each empire. French settlers had an unusual
amount of leverage in the central government in Paris and may thus have had more
control over policy than settlers in other empires. See Spruyt, Ending Empire.
REPRESSION AND THE LIKELIHOOD OF VIOLENCE
Thus far, I have discussed the potential of state repression to explain the
distribution of nationalist violence across the empire indirectly, via the
strength of the movement, the type of settlement, and the presence of
settlers. These factors may be associated with increased reliance on re-
pression. But good direct comparative measurements of repression in the
French Empire are difficult to assemble, in part because repression was
fairly ubiquitous. The French were not bound by democratic principles
outside mainland France, and ruled their colonial territories using au-
thoritarian means. They frequently used repression against those seen as
potential agitators; colonial administrators often jailed, exiled, and even
killed those suspected of harboring ill feeling toward the French regime.
Those targeted had no recourse to French courts of justice. My suspicion
is that French repression was far too widespread to explain why some
territories turned violence, while others did not.60 Certainly, secondary
sources suggest that repressive measures were used in many of the territo-
ries that never exploded with nationalist violence. But direct cross-colony
testing awaits better measures of state repression. In section three of this
chapter, I make use of sub-national data on French repression in Morocco
to consider the ability of state repression to account for the use of violence.

OTHER MEASURES OF INJUSTICE AND THE LIKELIHOOD OF VIOLENCE
The presence of settlers and the use of repression are both indicators of the
injustices that accompanied colonial rule, but there are other indicators.
Other forms of colonial injustice, such as forced labor, mandatory service
in the French Army during times of war, and economic exploitation are
also potential triggers of violence, if colonial injustice exacerbates nation-
alist conflict and raises the probability of violence. Secondary works on
the colonial period, however, suggest that these factors were far more
prevalent in the peaceful parts of the empire than the violent cases, with
the notable exception of Algeria. In Syria, Tunisia, and Morocco, colonial
rule was exploitive, but some native institutions were preserved and con-
ditions were often better than they were in other parts of the empire.61 In
the territories of French West Africa and French Equatorial Africa, along
with Algeria, indigenous populations were subject to the Native Code,
which laid out penalties for the most minor infractions or perceived slights
to French rule. Indigenous populations were required to fulfill la corvée –

60. See Lawrence, “Competitive Origins.” This article disaggregates state repression
and argues that only particular kinds of repression matter for violence. Specifically, it
finds that decapitation of the nationalist leadership prompted actors to turn to violence
to compete for leadership of the remaining movement. Leadership repression was only
effective in silencing opposition if it was carried out when the movement was small and
largely made up of elites.

61. Native leaders were preserved in Morocco and Tunisia, and the French often
ruled through traditional elites. Syria had an elected parliament, which was limited by
French authority but nonetheless was a form of representation absent in other French
possessions.
forced labor on public works. Africans also served in both world wars, and were sometimes forcibly conscripted. These types of exploitation are therefore unlikely to differentiate violent and non-violent territories. It is doubtful that Africans failed to violently rebel against French rule because they were more satisfied with it than those in other territories, given the persistent injustices of colonial rule in Africa. Indeed, Africans in Madagascar and Cameroon did employ violence, suggesting that there is nothing particular about Africa that made African subjects unwilling or unable to use violence.

Sub-National Evidence: Violence in Colonial Morocco

The Moroccan nationalist movement began in January 1944 with the creation of the Istiqlal (Independence) Party, the first organization in French Morocco to begin openly advocating independence. From 1944–1952, the Istiqlal Party was the dominant voice of Moroccan nationalism, advocating independence using peaceful means of protest and diplomacy. Nationalist violence began in 1952 and lasted through independence in 1956. The use of violence varied: an urban terrorist campaign opposed the French in a number of towns and cities, and a rural insurgency began in 1955 in remote mountain regions. Variation in the use and prevalence of violence across Morocco provides an opportunity to consider some of the hypotheses linking conflict escalation to violence at the sub-national level. In this section, I draw upon a dataset of violent events in urban Morocco to test competing explanations. The data concern the campaign of urban terror, which entailed 4,520 armed attacks from August 20, 1953 to April 6, 1956, including assassination attempts, bomb attacks, arson, and sabotage. The most prominent explanation for nationalist violence in Morocco is the French decision to exile the Moroccan sultan. The sultan had worked with the French for many years, but in the post-war era, he began to show signs that he supported nationalist aspirations. The French administration


63. My thanks to historian Mohammed Zade at Le Haut Commissariat aux Anciens Ré sistants et Anciens Membres de l’Armée de Libération in Rabat for providing me with data on the urban terror campaign. The data are drawn from two French newspapers: le Petit Marocain and Maroc-Press, and two Arabic ones: As-sa’āda and Al-‘umma. Arabic newspapers were severely censored by the French, but these papers were published in the Spanish zone. On the nationalistic press, see Amina Aouchar, La Presse Marocaine dans la lutte pour l’indépendance (1933–1956) (Casablanca: Wallada, 1990).

64. Acts of sabotage include the destruction of harvests and farm equipment owned by settlers and Moroccan sympathizers, attacks on telephone and electrical grids, and a spectacular sabotage of the rail line, which derailed the Casablanca-Algiers train on November 7, 1953.
decided it would be easier to maintain French rule without their increasingly recalcitrant partner and deposed him in August 1953. The majority of violent events followed his deposition, and violent resistance has been widely portrayed as an expression of outrage and loyalty to him.\textsuperscript{65} The dominant story therefore fits an account that sees violence resulting from the worsening conflict between the French and the nationalists. French intransigence was manifested through the decision to exile the Moroccan leader, an action that exacerbated anger and frustration, and drove the nationalists to arms.

Another factor besides the sultan’s dethronement may also have affected the eruption of violence: the presence of French settlers. Morocco had the second largest settler population in the empire. The 1952 census of French Morocco lists 7,442,000 Muslims, 363,000 non-Muslims (largely Europeans), and 199,000 Jews living in the French zone of Morocco. Table 6.6 lists the twenty-five most violent towns in Morocco, and gives the percentage of the town’s population that was made up of settlers. Many of the most violent towns do indeed have a large proportion of Europeans, well above the national average of 4.4 percent European.

Variation in settler populations across Moroccan towns facilitates further disentanglement of the relationship between settlers and nationalist violence; settlers may matter for patterns of violence within states. The presence of settlers may suggest the potential permanence of the colonial system. A town with a high proportion of settlers may serve as a continual reminder to the population of the injustices of the political system and the inequality of colonial society. Settlers in Morocco also behaved in ways that may have provoked violence, displaying racism and superiority in their interactions with the population.\textsuperscript{66} Indeed, one Moroccan likened the settler presence to the apartheid system in South Africa.\textsuperscript{67} The presence of settlers also provides obvious targets for militant groups, so we might expect settler towns to experience more violence.


\textsuperscript{67} Leila Abouzeid, author and daughter of nationalists, interviewed by author, Rabat, Morocco, February 15, 2006. Abouzeid remembered watching settlers board first-class train compartments, while Moroccans had to board lower-class cars at the rear of the train from a separate platform.
I test the two main explanations for nationalist violence in Morocco using data from the urban terror campaign. The unit of analysis is towns with a population greater than 1,000 (see Map 6.1).

I test the relationship between settlers and violence by positing that towns where Europeans make up a larger proportion of the population are more likely to experience violence than towns where they constitute only a small portion of the population.


<table>
<thead>
<tr>
<th>Town</th>
<th>% European</th>
<th># Violent events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casablanca</td>
<td>19.7</td>
<td>1945</td>
</tr>
<tr>
<td>Rabat</td>
<td>26.1</td>
<td>273</td>
</tr>
<tr>
<td>Meknes</td>
<td>15.2</td>
<td>271</td>
</tr>
<tr>
<td>Fez</td>
<td>8.8</td>
<td>142</td>
</tr>
<tr>
<td>Marrakech</td>
<td>5.7</td>
<td>124</td>
</tr>
<tr>
<td>Oujda</td>
<td>33.8</td>
<td>110</td>
</tr>
<tr>
<td>Fedala</td>
<td>15.5</td>
<td>97</td>
</tr>
<tr>
<td>Settat</td>
<td>3.5</td>
<td>75</td>
</tr>
<tr>
<td>Kenitra</td>
<td>15.9</td>
<td>65</td>
</tr>
<tr>
<td>Safi</td>
<td>6.8</td>
<td>57</td>
</tr>
<tr>
<td>Khemisset</td>
<td>5.5</td>
<td>51</td>
</tr>
<tr>
<td>Sale</td>
<td>4.8</td>
<td>41</td>
</tr>
<tr>
<td>El Jadida</td>
<td>7.4</td>
<td>34</td>
</tr>
<tr>
<td>Berrechid</td>
<td>11.8</td>
<td>32</td>
</tr>
<tr>
<td>Berkane</td>
<td>18.7</td>
<td>30</td>
</tr>
<tr>
<td>Benahmed</td>
<td>5.4</td>
<td>27</td>
</tr>
<tr>
<td>El-Kelaa des Srarhna</td>
<td>3.6</td>
<td>25</td>
</tr>
<tr>
<td>Azrou</td>
<td>6.9</td>
<td>21</td>
</tr>
<tr>
<td>Beni-Mellal</td>
<td>2.8</td>
<td>19</td>
</tr>
<tr>
<td>Khenifra</td>
<td>4.7</td>
<td>19</td>
</tr>
<tr>
<td>Khouribga</td>
<td>17.8</td>
<td>17</td>
</tr>
<tr>
<td>Oued Zem</td>
<td>9.0</td>
<td>14</td>
</tr>
<tr>
<td>Agadir</td>
<td>20.1</td>
<td>13</td>
</tr>
<tr>
<td>Taza</td>
<td>18.5</td>
<td>10</td>
</tr>
</tbody>
</table>
I also constructed a variable to test the hypothesis that loyalty to the sultan prompted violence. Moroccan towns were not equally likely to be outraged by the sultan’s deposition; some had a longer history of rule by the sultanate and were more likely to be loyal to him. I coded towns in the south that were not historically controlled by the sultan, but spent most of the colonial rule under the thumb of the “Grand Caids” like the infamous al-Glawi. Such an instrument is imperfect, but it does attempt to differentiate between places in Morocco that were more likely to be loyal to the sultan from those that had fewer historical ties to the sultanate. The variable is a dummy variable which is coded 1 if the town fell in Tuhami al-Glawi’s portion of the country, and 0 if it fell in the area of the country traditionally ruled by the sultan.

I also included several control variables: the logged population of each town, the percentage of the population that is Jewish, and proximity to rail lines. The dependent variable is coded for each location with the total number of violent events from August 1953 to December 1955. I use a negative binomial model because the pattern of violent events, like many event count data, presents the problem of overdispersion. Table 6.7 summarizes the results.

68. Map generated by author.
69. French officials in Morocco suggested that anti-Semitism drove violence. I include the percentage Jewish even though I doubted the validity of this claim; the excluded population group is therefore Moroccan Muslims.
Table 6.7. Negative Binomial Regression Estimates of Violent Events in Moroccan Towns.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>% European</td>
<td>.054 (.042)</td>
<td>-0.06* (.024)</td>
<td>-0.06* (.024)</td>
</tr>
<tr>
<td>Glawi Territory</td>
<td>1.2 (1.273)</td>
<td>.056 (.681)</td>
<td>.052 (.695)</td>
</tr>
<tr>
<td>Log Population</td>
<td>1.60** (.190)</td>
<td>1.64** (.211)</td>
<td></td>
</tr>
<tr>
<td>% Jewish</td>
<td>4.980 (7.035)</td>
<td>-3.77 (2.85)</td>
<td>-3.70 (2.90)</td>
</tr>
<tr>
<td>Distance to rail</td>
<td>-2.269** (.727)</td>
<td>-0.463 (.480)</td>
<td>-0.462 (.489)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.725** (.792)</td>
<td>-11.63** (1.67)</td>
<td>-12.00** (1.87)</td>
</tr>
<tr>
<td>N</td>
<td>97</td>
<td>97</td>
<td>96</td>
</tr>
</tbody>
</table>

*p < 0.05 level **p < 0.01

The results do not support the hypothesis that towns with a higher proportion of settlers experienced more violence. In Model 1, the presence of settlers has a positive coefficient, although the result is insignificant. However, when logged population is added (Models 2 and 3), the settler variable becomes significant, but in the opposite direction from what we might expect. Controlling for population, a higher proportion of settlers actually had a negative effect on the incidence of violence. For every one-unit increase in the percentage of settlers, the expected number of violent events decreases by about six percent. Places with a high percentage of settlers may have better policing, which may deter organizations from

70. The city of Casablanca accounted for nearly 55 percent of violent events in Morocco, and thus is a major outlier. Casablanca was a hub of the urban violence campaign. While urban attacks were not coordinated by a central actor, many resistance groups in other towns began as offshoots of organizations in Casablanca or were made up of migrants to Casablanca who had witnessed the tactics of violent organizations, and returned to their home towns to organize terrorist cells. In Model 3, I dropped the city in case it was skewing the results, but a larger percentage of settlers continued to be associated with a lower number of violent events.

71. I carried out two other tests that are not reported here. A test using absolute number of settlers rather than percentage of the population produced similar findings. I also tested to see whether the presence of settlers had a non-linear effect on violence, hypothesizing that areas with either very few settlers or a very high percentage of settlers would be less violent. I found no support for this hypothesis.
carrying out armed attacks. I also found no evidence that areas ruled by al-Glawi rather than the sultan were less susceptible to violence; towns with a long-standing connection to the sultan were not more violent in the wake of his deposition. The findings fail to demonstrate that French intransigence, measured by the presence of settlers or the affront to those loyal to the sultan, accounts for the distribution of violence across Morocco. The only consistently significant variable is population size. Larger towns experienced more violent events than smaller towns. These results support the view advanced in the previous section that violence is associated with large population centers, not with settler colonies.

Sub-national data can also illustrate some of the problems with associating state repression and violence. I compiled data on repression from *bulletins de renseignement* (information reports) issued by the political bureau of the French Residency in Morocco on a monthly, bi-weekly, or weekly basis for the entire colonial period. These reports summarize the main events in the protectorate for the specified time period and include information from civil controllers in the different administrative regions of Morocco. Each description of a nationalist event describes the response of the administration, detailing the actions of the police and the numbers of arrests, if repression occurred. If there were casualties, the reports typically list any available figures. Drawing on the reports, I coded whether or not the French employed repression for each month of the entire colonial period. Specifically, I coded a month as repressive if the French carried out political arrests or violently attacked those leading or participating in nationalist events.

These reports provide a unique opportunity to investigate the effects of repression. This kind of data is typically difficult to come by; most authoritarian regimes do not provide information on their use of repression. We might expect that the French would underreport their use of repression, but in fact, there is little evidence that they were reluctant to discuss their use of repression, perhaps because the reports were initially classified as secret. Indeed, in some places the reports betray a certain pride in the use of repression; one report described repression in 1937 as “swift and just.”

The overall picture of repression in Morocco does not support the hypothesis that nationalist violence follows state repression. Repression was simply too ubiquitous to explain why violence happened in particular times and places. Out of the 263 total months of colonial rule, the French repressed political activists during 71 months, nearly a third of the colonial period. Violent events mainly occurred in the last 33 months of the period. Figure 6.1 shows the pattern of repression for the colonial period.

---

Repression occurs throughout the period; 1936 and 1937 saw three months of repression, while 1944 had five months of repression, and 1952 had seven months of repression, yet nationalist violence did not follow repression at any of these times. Moreover, we might expect repression to be highest in the period just prior to the eruption of violence if it is a trigger of violence, yet repression takes a downward turn in 1953, just before violent events really started to take off with the deposition of the sultan in August. Repression jumps to its highest point in 1954, after the campaign of nationalist violence has already begun. Every single month in 1954 saw some repressive action by the French, suggesting that repression was a response to the eruption of violence in 1953, not a cause of it.

Repression may be associated with nationalist action more broadly, rather than violence in particular. Once again, a potential explanation for violence is confounded by the relative rarity of the phenomenon. Repression in Morocco cannot account for the non-occurrence of violence for much of the colonial period: it happened too often.

Conclusion

I began this chapter by asking whether we should conceptualize violence as the outcome of escalating conflict, a higher degree of conflict, or as a different and distinctive form of conflict. In both the theoretical and empirical discussions, I attempted to find ways to link unresolved conflict to the eruption of violence, but with little success. Both theoretical and empirical considerations suggest that violence cannot be treated as the unproblematic outgrowth of non-violent conflict. Non-violent conflict does not appear to escalate to violence when conflict reaches a particular duration or level of intensity.

73. Elsewhere, I have found an association between the use of repression and the occurrence of non-violent nationalist events in Morocco, but this association does not imply causality. It is unclear whether repression causes mobilization or results from it. See Lawrence, “Imperial Rule,” chap. 3.
I have drawn upon cases from the French empire to evaluate the connection between intransigent conflict and the eruption of nationalist violence. The problem with seeing colonial intransigence as the cause of nationalist violence in the French empire is that measures of colonial intransigence fail to differentiate the non-violent cases from the violent cases. At best, colonial intransigence is a necessary condition for nationalist violence, but only in the most trivial sense. Colonial intransigence is necessary for there to be any sort of conflict between nationalists and the colonial power, because if the colonial power were to immediately give up its claim and depart at the first call for national independence, we would not expect to observe peaceful or violent nationalist opposition. But colonial intransigence cannot answer the most important questions about nationalist violence: it cannot tell us which conflicts will turn violent, or when violence will erupt.

The French empire is only one context, and the results may not generalize to all instances of nationalist conflict. Yet the results are surprising. The selection of these cases should, if anything, be biased in favor of an account that sees violence as the outgrowth of an unresolved, deeply entrenched conflict. These cases are perhaps the archetype of the kind of places where we would expect to see violence escalating from an ongoing nationalist struggle. After all, the dominant explanations for violence in the French empire suggest that colonial intransigence was the key factor that led to violence, and case histories confirm that colonial subjects were angry and frustrated with the indignities and inequality of French rule and actively opposed it. If intractable, escalating conflict cannot explain the turn to violence in these cases, there are good reasons to expect that it likewise cannot explain the use of violence in other cases of nationalist conflict.

Decoupling conflict from violence is highly counterintuitive. Skeptics of this approach will surely state that in the end, violence is about the conflict, so clearly the conflict must play a causal role in the violence. Violence seems intrinsically linked to the underlying conflict, and indeed it is. Ongoing nationalist conflict provides a language and justification for violence; violent actors invoke the conflict and may be motivated by their desire to see the conflict resolved. But violence is a very specific outcome that only happens in a fraction of conflicts. Often, actors in conflict rely on non-violent strategies, which may either be disruptive (such as protest or other non-violent contentious action), or involve working through existing political channels to advocate change. Persistent conflict occurs far too often to serve as the basis for an explanation for the rare outcome of violence.

The explanations I have evaluated in this chapter do not exhaust the possible causes of nationalist violence; my goal has been to test only those that come from conceptualizing violence as the natural outgrowth of intractable conflict. To investigate nationalist violence as a distinct form of conflict and develop theories to explain why nationalist violence erupts in particular times and places, we need to turn away from explanations
that point to conditions that are common in both violent and non-violent settings, and consider those that can account for the rarity of violence. This requires thinking of violence as a dynamic process that evolves over time, rather than looking only at stable factors designed to distinguish violent and non-violent places. The factors I considered here largely operate at the macro-level: the duration of the conflict, the type of regime, the presence of settlers, and the existence of institutionalized injustice. These variables are suitable for comparing different places, but have little to say about the timing of violence. We need to tie macro factors that raise the probability of violence in a particular place to mechanisms that lead to the specific outcome of violence at particular points in time.

Scholars of violence are beginning to meet this challenge. In this volume, Kathleen Gallagher Cunningham and Emily Beaulieu consider the conditions that prompt non-state actors to embrace violent strategies. H. Zeynep Bulutgil shows that timing and context are crucial for explaining the phenomenon of ethnic cleansing. Elsewhere, I have posited an explanation for nationalist violence in the French empire by looking not at the longue-durée consequences of colonial rule, but at specific colonial policies that fragmented certain nationalist movements and produced violence. I argue that competition among nationalist groups, rather than the conflict between the nationalists and the imperial power, creates incentives to use violence.74 These kinds of explanations consider not only the kinds of places where violence might occur, but also the dynamics that produce incentives for violence at particular moments in time. More research and better data can help unravel the question of when and where nationalist violence is likely to erupt.

---

74. Lawrence, “Competitive Origins.”
States of all kinds repress dissent—both violent and non-violent protest. What are the effects of such repression? Much attention has been devoted to understanding whether repression increases or decreases dissent in general and whether repression of specific protest strategies, violent or non-violent, can induce dissidents to change tactics. Findings have been mixed, with support found for both the ideas that repression quells dissent and encourages it, and that when targeted at a specific kind of dissent, repression can make dissidents change tactics. Although these existing works all focus on the importance of repression by the state, none look systematically at how this repression takes place. To date, studies of the effect of repression largely ignore the extreme variation in consistency with which states repress dissenters. States frequently respond in what appears to be an erratic fashion to dissidents, sometimes ignoring their activities and other times repressing the same activities ruthlessly.

In this chapter, we enter the debate about the effects of repression, looking specifically at the “substitution hypothesis,” which is that repression of violent or non-violent dissent can induce dissidents to switch tactics. We argue that the effects of repression in this context will be conditional on the consistency with which states employ repression. We test this empirically on event data from dissent and repression in Europe. The

---

The authors would like to thank David Cunningham and Irfan Nooruddin. Comments from Erik Gartzke and Will Moore on earlier drafts of this project were also helpful. Of course, any errors or omissions are the responsibility of the authors.

novelty of this approach is twofold. First, the role of consistency has largely been ignored in studies of dissent behavior, and we will fill a critical gap by examining it here. Second, most of the literature on dissent examines the choice to use violence as dichotomous—dissidents are violent or not. We focus on the related choices to use violent and non-violent tactics by dissidents, allowing for the possibility of a mixed strategy of dissent. There is no reason to think that dissidents will not use both violent and non-violent tactics at the same time. Thus we frame our research question to ask: How does the use of repression affect dissident choices to use more or less violent or non-violent dissent? By allowing for dissidents to mix types of dissent in their overall strategy, we gain a more accurate understanding of how repression affects dissent behavior.

The chapter proceeds as follows. We present the theory in three steps. First, we introduce a basic Rational Actor (RA) model which lays out how dissidents make strategic decisions about how to challenge the state. In this model, dissidents weigh the costs and benefits of dissent as they determine how much effort to put into violent and non-violent tactics. The state is assumed to be the main source of the costs and benefits that inform dissident choices. Second, we introduce the concept of consistency of repression, explaining why states are likely to be inconsistent and how this will affect dissident choices about protest behavior. We then argue that the effect of repression on dissent will be conditional on the consistency with which it is used, and we specify hypotheses that follow from our theory. Following this, we provide empirical evidence through a quantitative study of minority dissent in Europe and a qualitative examination of dissent in Northern Ireland. The final section offers concluding thoughts.

A Theory of Dissent Choice

Disaffected citizens protest in a number of ways—for example, lobbing bombs into buildings, hunger strikes, marches, or sit-ins. Some protest tactics entail purposeful violence against the state, while others are expressly non-violent. For example, Basque separatists have engaged in bombing campaigns and hostage-taking, but also use non-violent mass demonstrations to press their demands on the Spanish state. How do dissidents choose which tactics to use, and to what extent so they mix violent and non-violent protest?

In order to make that decision, they consider both the potential costs and benefits of specific dissent tactics (i.e., the expected utility) and compare these costs and benefits across available tactics. Following Mark Li-


chbach, we assume that both the absolute and relative costs and benefits associated with each type of dissent are determined by the state. The cost of dissent is incurred via state repression and some fixed costs of resources and time. Benefits also emanate from the state in the form of accommodation, and while we believe accommodation is important for groups to consider when determining strategies of dissent, we assume that the effects of accommodation on strategy are independent of the effects of repression; therefore we focus solely on repression in this chapter.

ACTORS, TACTICS, AND GOALS

Dissidents are a subset of the population who have chosen to protest a grievance against the state. We conceive of dissident grievance in terms of some preferred policy outcome that differs from the state’s preference. The particular policy may vary across cases, but all dissidents seek some policy change. Again following on Lichbach, we assume that dissidents act in a cohesive and coordinated manner. Lichbach uses the notion of a “team” to think about choices made by the group. Dissident elites determine the overall strategy of the group, and the activities are then carried out by individuals in the group.

Once the decision to protest has been made, dissident elites must decide what kinds of tactics to use. We classify dissident tactics as either violent or non-violent. The chosen mix of dissent tactics will be based on the tactics’ expected costs and benefits, with dissidents attempting to minimize costs and maximize benefits. Because part of the cost of dissent is paid when the state responds to dissident activity with repression, dissidents must make an informed guess about the likely costs of dissent tactics. Previous treatments of this basic Rational Actor model of dissent choice have assumed that the costs associated with dissent are known, but we raise the question of how dissidents might actually make this estimation of the costs of their actions.

Here, we propose that tactical choices about dissent are made through a dynamic process in which dissidents estimate both the amount of re-

4. Ibid.
5. There is some possibility that certain challenging groups might perceive state repression to be a benefit to their cause, but such a benefit is clearly a means to some other desired policy end. This may be the case if, for example, it makes domestic audiences or outside supporters more sympathetic to the group’s cause. In such cases, the cost of state repression might be mitigated to some degree by the perceived short-term benefit. It is unlikely, however, that even groups who view state repression as beneficial to their cause in the short term also see that repression as totally costless. In other words, we do not believe that any dissident group finds repression to be purely beneficial.
6. Mark Irving Lichbach, “Deterrence or Escalation?”
7. We can think about the mix of violent and non-violent dissent that a challenging group ultimately chooses in various ways: the number of different activities being undertaken, the number of individuals involved in these activities, or the number of days in which dissent occurs. In our analysis, we examine dissent activities as the relative number of dissent activities (violent and non-violent), counted as distinct protest events, and the number of days each protest takes place.
pression the state will employ and the likelihood that repression will be incurred for any particular instance of dissent. Thus, dissidents use a process of updating to adjust their expectations about the costs of violent and non-violent dissent tactics. To do this, dissidents look at two factors related to the past behavior of the state—how strong the repressive responses have been to a particular dissent tactic, and how consistently the state has employed this response.

The state is also assumed to act in a somewhat cohesive manner and seeks to maintain the status quo against which dissidents protest. State elites make decisions about the level of repression that will be used in response to a particular instance of dissent, and agents of the state execute the determined level of repression. As we elaborate in the next section, slippage between the principal (the state) and its agent (security forces employing repression) is a key source of inconsistency in states’ repressive policies.

State elites must decide how much repression to employ in response to violent and non-violent tactics. We look at the responses to violence and non-violence separately, because states will take the type of dissent into consideration when determining a repressive response, especially if they want to curtail one type of dissent. We assume states would like to minimize dissent, and violent dissent in particular, as it is costly to the state. Beyond this preference, particular states can vary in their willingness to use repression, from those who readily employ repression to those who use repression with extreme reservation. Several factors are likely to play into elite preferences about repression of violent and non-violent dissent. In general, states appear to use repression more readily in response to violent dissent, no doubt because it is easier to justify to relevant audiences than repression of non-violent dissent, and perhaps because it poses a greater threat to the state. Certain aspects of the dissident group or dissent activity in question may also affect the state’s repressive response.

The state may perceive some benefit from repression, for instance, if it limits the extent to which the challenging group uses violence to press its demands in the future. It may receive an additional benefit if its repression of one group discourages certain protest tactics on the part of other challenging groups. Dissidents will generally know if their state favors repression or not, but state attitudes toward repression can also change

8. Though preserving the status quo and minimizing violent dissent are goals of the state, we know empirically that repression can also work to galvanize the challenging group and inspire more violence, as Karen Rasler suggests it did in Iran. Karen Rasler, “Concessions, Repression, and Political Protest in the Iranian Revolution.”


quickly, making it necessary that dissidents update their estimations of the repression-based costs of dissent.11

This Rational Actor framework is a commonly used model of dissent. One of the central findings from this model is the substitution hypothesis, which posits that repression of one dissent tactic will raise the costs of that tactic and induce dissidents to substitute another alternative. Put another way, states can make dissidents use more violence by increasing the costs of non-violence through repression and vice versa.12

Substitution hypotheses:

H1: Controlling for state repression of non-violence, increasing state repression of violence will decrease the likelihood of violence relative to non-violence.

H2: Controlling for state repression of violence, increasing state repression of non-violence will decrease the likelihood of non-violence relative to violence.

We do not disagree with these predictions, but studies of the substitution hypothesis do not take into account the consistency of repression, which should affect the costs-benefit analysis that lead dissidents to substitute tactics. The next section will explain how consistency of repression should affect dissent strategies and build on these original substitution hypotheses.

CONSISTENCY OF REPRESSION AND ITS EFFECTS

Consistency refers to the variation in how frequently repression is used for the same dissent tactic, distinct from the level of repression the state employs.13 For example, if riots are met with force at some times but not others, the state is responding inconsistently, regardless of whether force is employed at high or low levels on the occasions when repression is used.14


13. We could also think about consistency as just a variable level of repression ranging from none to high levels. We have chosen to examine consistency distinct from a level of repression because it may have different effects at different levels of repression. An advantage of our approach is that the level of response may be dictated by the level of violence or by the scope of protest. In that case, different levels of repression could be understood to be inconsistent behavior, when in reality they are designed to respond to different levels of dissent behavior.

14. Lichbach also discusses inconsistency in his RA model, but his notion is somewhat different than ours in that it refers to the use of repression and accommodation in response to dissent. See Lichbach, “Deterrence or Escalation?”
State elites decide on a level of repression in response to dissent, but the consistency of such responses can be compromised for two reasons. First, the actual process of repressing involves a potential principal-agent problem. State elites—the principal—decide that some acts of dissent warrant a repressive response. They dispatch security forces (police or military) to carry out the repression. Security forces engage in repressive tactics with varying degrees of oversight, leadership, and self-restraint. The less clear the policy directing a repressive response is and the less oversight of the execution of the policy there is, the more room for discretion there will be among the security forces physically responding. This allows security forces—the agents—to enact state policy to varying degrees in different situations, creating inconsistency in the state’s overall response to dissent activities.15

A second source of inconsistency in state responses to dissent is the multiple constraints states have on their behavior beyond their interaction with a particular group of dissidents. Scott Gartner and Patrick Regan argue that the decision to repress is constrained by both domestic and international factors.16 Such factors might include domestic political considerations (elections, other dissident actors), external threats (war on terror, international war), or characteristics of the government (change in leadership, coalition governments), which can affect both the willingness and capacity of states to employ repression. The particular domestic and international factors confronting a state at any point in time may affect its ability and willingness to use or refrain from using repression, and may change quickly. Christian Davenport also identifies attributes of dissident behavior that may influence the likelihood of encountering repression.17 Moreover, Bryan Borphy-Baermann and John A.C. Conybeare introduce the possibility that governments make discretionary, as opposed to rule-based, decisions about repression, which would likely lead to inconsistencies in state policy.18 Both principal-agent problems and the complex nature of the state’s decision calculus with respect to repression invite the possibility that some states will be more consistent than other states, or more consistent at varying points in time, in their use of repression.

Several questions emerge from thinking about states using repression inconsistently. If states repress one tactic—violence or non-violence, but do so inconsistently, will the dissidents substitute the other tactic as Mark

15. In particular, periods of occupation or peacekeeping leave a great deal of room for the inconsistent application of repression.


17. Davenport finds that various aspects of dissent, including frequency, range of tactics, and deviation of dissent from culturally accepted norms will all affect the state’s decision to employ repression. Christian Davenport, “The Weight of the Past.”

Lichbach and Will H. Moore suggest? Moreover, is the effect of inconsistency conditional on the type of dissent tactic to which it applies? We argue that the primary effect of inconsistency on dissidents’ tactical choices will be to mute the deterrent qualities of repression that lead dissidents to substitute tactics. The central proposition by Lichbach and Moore is that the state can induce dissidents to shift tactics (violent to non-violent or vice versa) by increasing the relative costs associated with each tactic. However, dissidents must estimate the costs they will incur by examining past interaction with the state. When that state behavior is erratic, it sends a noisy signal to dissidents, making it hard to assess the likely costs of their actions. As such, an inconsistent use of repression will not clearly signal that costs to dissent will be higher, nor will it signal that there is some chance of repression but not a certainty. This leads us to the following hypotheses about dissent strategy:

Conditional substitution hypotheses:
Hypotheses 1 and 2 argue that all else held constant, the repression of one dissent tactic will increase the dissidents’ use of the other. This effect should vary depending on the degree of consistency with which repression is used.

$H_1$: Controlling for state repression of non-violence, as repression of violence becomes less consistent, the substitution effect of repression will decrease.

$H_2$: Controlling for state repression of violence, as repression of non-violence becomes less consistent, the substitution effect of repression will decrease.

Testing the Effects of Inconsistency on Dissent

To evaluate these hypotheses, we employ both a quantitative analysis of dissent behavior in a set of European cases and an illustrative case study of repression and dissent in Northern Ireland.

Our quantitative tests examine the effects of repression on dissident tactics conditional on the consistency of repression in a set of European countries from 1980–1995. We use a dataset of twenty-four protesting minority groups in sixteen countries. Our theory speaks to a subset of openly dissident populations, and we seek to understand why some groups use more violent or non-violent tactics, and how the consistency of state repression affects this choice. Although the theory could apply more broadly to any disaffected group in any state, we have selected a sample of somewhat comparable dissident groups by focusing on minority populations that all have grievances against the state. The sample represents any minority groups that engaged in protest during the time period in ques-

tion, and are recognized as “at risk” minorities. The decision to limit the scope of this analysis to European countries was a function of available data, but it has the advantage of providing some control for regime type. Essentially, then, we are testing our theory of dissent and repression on minority protest in European democracies.

**Relative Use of Violence or Non-Violence**

Our dependent variable captures the relative use of violent or non-violent tactics in dissent behavior. Though many studies focus on when actors employ violence against the state and when they do not, this dichotomous characterization is neither empirically supported, nor does it follow from the theoretical model we have outlined here. Dissidents choose to employ some level of violent dissent, often in conjunction with some level of non-violent dissent. To capture the strategy choices that dissidents make, we have designed a dependent variable that measures the dissidents’ relative use of non-violent or violent protest, which we call *dissent strategy*. This measure indicates the relative amount of effort (event days) being devoted to non-violent versus violent activities in a given month weighted by the total number of dissent events. The formula is

\[
dissent strategy = \frac{(nve - ve)}{te} \times 100
\]

Where \( nve = \) Number of non-violent events, \( ve = \) Number of violent events, and \( te = \) Total number of events

Dissent strategy ranges from -100, totally violent, to 100, totally non-violent. A group that perfectly balances non-violent and violent activities in a given month has a score of zero for dissent strategy. Months with no protest activity are excluded from the analysis, because our focus here is on protest strategy choices, not the decision of whether or not to protest.

“Violent” protest activity includes a range of actions such as armed attacks, hostage-taking, vandalism, and riots. “Non-violent” protest activities include demonstrations, rallies, and symbolic acts, among others. A full list of actions and their coding are available from the authors. Some actions, such as vandalism, were more difficult to designate as violent or non-violent. Our general rule is that any action involving damage to property or bodily harm is considered violent. The raw data from which we constructed our strategy measure codes daily protest and coercion events. Ongoing events, such as hostage crises, are coded for each day they are ongoing. The average dissent strategy score for all minorities in the data set is -34, indicating that as a whole, there is more violent protest activity than non-violent protest.

20. Protest data comes from Ron Francisco’s European Protest and Coercion Data; the “at risk” characterization of minority groups comes from the Minorities at Risk data set.

In order to estimate the likely costs of dissent, we assume dissidents look at how repressive the state was to their various dissent tactics in the past. To construct a measure of repression costs that captures this process, we create a variable that indicates the average number of repressive actions undertaken by the state in response to each dissent tactic in the previous twelve months (this is a rolling average). Repressive actions include coercive activity directed toward the dissenting group, such as arrests and raids. In order to establish whether the state was responding to violent or non-violent dissent, we designate each month of dissent as a relatively violent or non-violent month. “Violent” months are those where the group’s dissent strategy value is lower than its average for the overall timeframe. Likewise, “non-violent” months are those where the group’s dissent strategy value is higher than its overall average. By using the group average to determine relative non-violent or violent protest, we can account for changes in strategy across groups that have very different dissent strategies on average. Having established a designation of violent or non-violent dissent activity and information about the repressive responses for that month, we construct the rolling averages of repression to violent and non-violent dissent in the previous twelve months (to create the variable of repression).

To capture consistency of repression, we construct a measure of the variance in the state’s repressive responses to violent and non-violent dissent over the previous twelve months. With the same data used to construct our rolling averages of repressive responses to violent or non-violent dissent, we calculate standard deviations of those rolling averages. We call this variable inconsistency. The greater the value of inconsistency, the less consistent the state has been in its application of repression to dissent.

FINDINGS
To assess the conditional effects of repression and the consistency of its application on dissent tactics, we employ a series of ordinary least squared regressions on dissent strategy. Table 7.1 reports the results of these regressions. The models examine the effects of repression of violent and non-violent dissent conditional on the consistency of repression. Model 1 shows the conditional effect of repression of violent tactics on dissent strategy. This regression includes measures of the level of recent repression, the consistency of this repression, an interaction term of these two variables, and the variance in the state’s repressive responses to violent and non-violent dissent over the previous twelve months.

22. Wright and Goldberg discuss the use of variance to gauge uncertainty, asserting that “the greater the variance, the less confident one would be about another’s likely behavior.” We focus this idea specifically on the cost term in an expected utility calculation. John R. Wright and Arthur S. Goldberg, “Risk and Uncertainty as Factors in the Durability of Political Coalitions,” American Political Science Review, Vol. 79, No. 3 (September 1985), pp. 704–718.

23. In cases where there was only one instance of violent or non-violent dissent in the previous twelve months, the inconsistency variable is not calculated.
variables, and controls for repression of non-violent tactics and consistency of repression of non-violent activity. Model 2 is similar but examines the conditional effect of repression of non-violent dissent, controlling for the use and consistency of repression of violence. If, as hypotheses one and two suggest, the effect of repression of one tactic is to induce substitution of the other tactic, we should observe that the effect of repression of violence is to decrease the relative use of violence and the repression of non-violence is to decrease the relative use of non-violence. If hypotheses three and four are correct, we should find that the effect of repression differs at varying levels of consistency. Greater inconsistency in the repression should diminish the deterrent effect that leads dissidents to substitute tactics.

Table 7.1. Ordinary Least Squares Regression on Relative Use of Violence or Non-violence.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Model 1</th>
<th>s.e.</th>
<th>Model 2</th>
<th>s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of Repression of Violence</td>
<td>30.91**</td>
<td>3.06</td>
<td>37.89**</td>
<td>3.46</td>
</tr>
<tr>
<td>Inconsistency of Repression of Violence</td>
<td>-23.32</td>
<td>12.18</td>
<td>-33.28**</td>
<td>8.22</td>
</tr>
<tr>
<td>Inconsistency*Repression of Violence</td>
<td>-5.94</td>
<td>4.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of Repression of Non-violence</td>
<td>-6.10</td>
<td>9.24</td>
<td>-5.86</td>
<td>9.68</td>
</tr>
<tr>
<td>Inconsistency of Repression of Non-violence</td>
<td>-0.32</td>
<td>10.27</td>
<td>9.26</td>
<td>4.23</td>
</tr>
<tr>
<td>Inconsistency*Repression of Non-violence</td>
<td>-8.45</td>
<td>5.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-57.76</td>
<td>6.89</td>
<td>-60.66</td>
<td>9.51</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.04</td>
<td></td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>316</td>
<td></td>
<td>316</td>
<td></td>
</tr>
</tbody>
</table>

*indicates p<.05, two-tailed z test

NOTE: Adjusted R-squared values are not reported for regressions with clustered standard errors.

To interpret the effects of repression of violent and non-violent dissent and consistency of repression on the use of these tactics, we need to examine the marginal effects of repression at different levels of inconsistency. Though the coefficient on the interaction term is not statistically significant, Thomas Brambor, William Roberts Clark, and Matt Golder remind us that “it is perfectly possible for the marginal effect of X on Y to be significant for substantively relevant values of the modifying variable Z even if the coefficient on the interaction term is insignificant.”24

In terms of our analysis, this means that it is possible for a statistically significant relationship to exist between varying levels of repression and dissent tactics, for relevant values of consistency of repression, even if the interaction and constituent terms are not statistically significant. Thus,

we use the Brambor, Clark, and Golder method for graphing the marginal effects of repression on dissent tactics over the range of values for level of inconsistency. Figures 7.1 and 7.2 show this graphically for Models 1 and 2. Both indicate a statistically significant conditional relationship between repression and dissent strategy where increased repression causes dissident groups to substitute tactics. The effects of repression are conditional on the consistency of repression, though in different ways for violent and non-violent tactics.

Figure 7.1. Marginal Effects of Repression of Violent Dissent on Dissident Strategy.

NOTES: — — — — — — — = Marginal effects
— — — — — — = Boundaries of 95 percent confidence interval

Figure 7.1 depicts the marginal impact of repression of violence on the overall strategy chosen by dissidents. It reveals three important findings. First, portions of the graph where both the upper and lower bounds of the 95 percent confidence interval are above or below zero indicate that there is a statistically significant conditional relationship between repression of violence and dissent strategy. At these values of inconsistency, which include 92 percent of observations in the analysis, the conditional relationship between repression and dissent strategy is statistically significant. Second, because the marginal effects line is in the positive values, we know that repression does deter violence in the sense that dissidents are using more non-violent activities at higher levels of repression. Finally, the downward slope of the marginal effects line indicates that the marginal effects of repression become smaller as inconsistency of repression increases.
This means that repression of violence is less effective at encouraging substitution of non-violent for violent dissent as it is applied less consistently.

Figure 7.2. Marginal Effects of Repression of Non-violent Dissent on Dissident Strategy.

Figure 7.2 depicts the marginal effects of repression of non-violence and shows that the effects of repression vary with the consistency of repression, but in a different way than repression of violence does. To interpret this graph, we look at the portions of the graph where both the upper and lower bounds of the 95 percent confidence interval are above or below zero. At these levels of inconsistency, there is a statistically significant conditional relationship between repression of non-violence and dissent strategy. Within this range of values, from about .07 onward (about 62 percent of the observations in the analysis), the conditional relationship between repression and dissent strategy is statistically significant. Because the marginal effects line is in the negative values, we know that repression of non-violent dissent leads to a relative increase in the use of violent dissent, which supports Hypothesis 2. However, the downward slope of the marginal effects line indicates that the marginal effects of a repression of non-violence become greater as inconsistency of repression of non-violence increases. This is in contrast to both our expectation in Hypothesis 4 and our findings about the conditional effects of repression on violent dissent, where increased inconsistency of repression mitigated the deterrent effects of repression. This leads us to reject Hypothesis 4. More-
over, the finding suggests that there are additional hazards to repressing non-violent dissent, which we discuss further in the conclusion, and raises the question of whether we should assume that repression will have consistent effects on violent and non-violent dissent.25

The Cycle of Dissent and Repression in Northern Ireland over Time

Our large-N study of dissent behavior in Europe demonstrates correlation between repression and dissent and shows that the consistency of repression affects this relationship. Yet there are a number of theoretical links in our story that the quantitative study cannot show. What are the sources of inconsistency? Are dissidents examining state repression and updating their beliefs about the costs of violent and non-violent dissent? Here, a closer examination on the cycle of dissent and repression in Northern Ireland over time can help to show that these mechanisms are at work, and that dissidents adjust their behavior based on the consistency of repression.

The history of Republican protest activity in Northern Ireland and the responses from the state provide further support for our theory that the effects of repression on dissident groups’ strategies will be conditional, based on the consistency with which such repression is deployed, and supplements our finding that consistency affects tactical substitution differently, depending on whether the dissent being repressed is violent or non-violent. This case also helps to illustrate a number of the micro-processes that we assume to be at work in our theory.

The period from 1963 to 1976 is characterized as a movement for Catholic civil rights in Northern Ireland that degenerated into the Northern

25. In addition to Models 1 and 2, we ran a series of sensitivity tests. Both models were run with an additional variable indicating whether any accommodation was made to dissidents in a given month. We also clustered the observations on the minority dissident group as opposed to country. Results were similar in both cases. In each of the sensitivity test models, we graphed the marginal effects of repression as we have done in Figures 7.1 and 7.2. For each, the relationship is statistically significant for approximately the same levels of inconsistency, the coefficients are similar in size and sign, and the direction of the marginal effects line is the same. Thus, we find the same conditional relationships between repression of the different dissent strategies and dissent choice hold across these models.

The trajectory of dissident behavior may also affect the dissent choices made in each month. Changing tactics may require additional resources that make the continuance of the same strategy more attractive (e.g., there are bullets left over). Thus, we re-ran the models including both three-month and six-month lags to account for a more general pattern of dissent behavior. The results remained similar. Different points in time may also affect dissent choices as global or regional trends in dissent tactics change. We included dummies for decades and then for years to control for the effect of time. Again the results were not substantially different from the original models. All results from the sensitivity analyses are available from the authors.
Irish “troubles.” The start of a civil rights movement marks a shift in the strategic orientation of Catholic activists from an emphasis on armed conflict with the British (1954–1962) toward a mixed strategy that emphasized non-violent dissent. This increased emphasis on non-violent dissent lasted into 1969, at which point violence began to escalate once again and continued to increase until 1973. The period from 1974 to 1976 witnessed another shift away from violent dissent back toward more non-violent protest. These shifts in dissent tactics followed changes in the consistency of state repression in response to Catholic protest activities.

As with every real-world case, the facts on the ground in Northern Ireland are far more complex than the simplified relationship we have isolated in our theory. In the stylized description that follows, we have largely excluded actors such as Unionist (British loyalist) paramilitary groups and the Irish state. This choice is not meant to suggest that such actors made no contribution to the dissent strategies of Northern Irish Republicans, but rather to isolate the impact of the consistency of state repression on Republican protest in Northern Ireland.

Before we can discuss the impact of repression consistency on Republican dissent in Northern Ireland, one important question must be addressed: who is the “state” in this story? For this analysis, we will consider responses from the governments of either Northern Ireland or England. This decision was made for both empirical and theoretical reasons. Empirically, both of these actors responded with repression to Republican dissent during the period we are examining, and had legal grounds for doing so. State responses primarily came from Northern Ireland, until they called in the British Army in 1969; repression then came from both England and Northern Ireland until England suspended Stormont, the Northern Irish Parliament, in May 1972. We believe it makes sense to examine both Northern Irish and English state repression because the Northern Irish state is arguably an extension of the English state, which is certainly how it was perceived by Republican dissidents at the time. Republicans saw their struggle as a dispute with England, whether they were interacting with Westminster directly, or its façade in Stormont.

The civil rights movement, 1962–1969
The civil rights movement, which began to take shape in 1962, marked a period of increased non-violent protest among Catholic dissidents, such as the Irish Republican Army (IRA). Prior to the advent of the movement for civil rights, Republican dissidents had been involved in a prolonged “Border Campaign” of violence from 1956 to 1962, which had been met with consistent repression from the Northern Irish state, culminating in an extended period of dissident internment without trial, which lasted until April 1961. Thus, the period from 1962 to 1969 was one of a strategic
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shift toward non-violent protest, as consistent repression in response to violence had made violent dissent relatively more costly.

Those who favor a resource mobilization explanation for dissent strategy choices might attribute the lack of violence in this time period to a lack of resources on the part of the IRA. After the violent border campaign, the IRA was typically understood to have limited funding, weapons, and volunteers. Richard English argues, however, that throughout the period from 1962 to 1969, the IRA was rebuilding its forces, which should have been accompanied by an increase in violence, rather than non-violent protest, if resource mobilization explains Republican dissent strategy in this time period.

Indications that a shift toward more non-violent dissent had occurred can be found in a 1966 Republican editorial in *Tuairisc*, a newsletter for the Wolfe Tone Society. This editorial noted that a key obstacle to the burgeoning civil rights movement was “the illusion still current in some pockets of the republican movement that a simple-minded armed struggle against the British occupation is alone sufficient…to complete the national revolution.” At the same time that this editorial emphasized the increased importance of non-violent Republican dissent, it also acknowledged that violent dissent might still be appropriate. This qualification suggests that even as non-violent Republican dissent was increasing, violent dissent had not been abandoned altogether as a protest strategy. By mid-1968, however, the bulk of Catholic dissent activity was non-violent. The spring of 1968 witnessed a series of protest marches, and an August 1968 march is cited by some as the first “civil rights” march. Marches continued throughout the fall of 1968, and near-constant protest marches are reported in Derry in November and December 1968, expanding to Newry in the first months of 1969.

The state’s use of repression in response to these new protest tactics was not consistent. Some of the earlier 1968 marches drew no repressive response from the state—the August 1968 Dungannon march, for example, was reportedly non-violent. Other times, these marches were met with repression from the government, as in the October 5 March in Der-
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32. The same *Tuairisc* editorial, described in English, *Armed Struggle*, provides some indication that groups actually evaluate costs and benefits in the manner we have suggested. It cited “historical experience” as justification for their advocacy of increased non-violence with the option for future violent dissent to remain open.
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By late 1968 and into 1969, however, the state was increasing repression of non-violent protests. A Republican march from Belfast to Derry on the first four days of 1969 encountered repression that Sabine Wichert describes as “police misconduct.” “Police misconduct” occurred in several more non-violent protests in 1969, and is a prime example of the sorts of principal-agent problems that can contribute to the inconsistent application of repression. The notion of “misconduct” suggests that individuals with the capacity to implement repression are taking matters into their own hands, rather than following a specific policy set forth by the state.

Historical accounts provide some further insight into why state repression might have been inconsistent during this time period. English notes that “by 1966 unionism was in crisis, divided between reformist and hard-line instincts.” Terrence O’Neill assumed the office of North Irish Prime Minister in 1963 with a soft-line agenda. His inclination toward greater inclusion of Catholics, however, was necessarily balanced against opposition opinions within his own Unionist political party and pressure from key constituent groups such as the Ulster Protestant Action. In 1967, O’Neill faced an attempt by his Home Minister, William Craig, to bring down his government. By early 1969, O’Neill was slowly losing his grip on power; Stormont was increasingly controlled by hard-line Unionists. O’Neill called elections in February in an attempt to consolidate power, and was returned as Prime Minister, but his position remained under attack until he ultimately resigned in May 1969. Thus, from 1963 to 1969, the Northern Irish government was rife with tension between the preferences of the prime minister and other key political actors, which, in addition to the aforementioned principal-agent problems of “police misconduct,” further contributed to inconsistent repressive responses to non-violent protest.

Faced with inconsistent responses to non-violent protest in the previous period, Catholics increased their use of violent dissent in 1969 and 1970. A statement by the Provisional IRA, established on December 18, 1969, summarized the reasoning behind this strategic shift. “A civil rights movement, demanding justice and reforms, had been launched ten months ago. This particular instance of state repression resulted in two days of violent protest — an example of how higher repression in response to non-violence might make violent dissent relatively more attractive.
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previously. The Unionist government and its supporters attacked the movement and in a number of confrontations 3 nationalists had died at the hands of the RUC [police].”44 The acknowledgement that the non-violent civil rights movement had been greeted with repression, which we have argued was not consistently employed, suggests that Catholic dissidents were attuned to the changing costs of each tactic and re-evaluated the relative expected utilities for different dissent strategies.

August 1969 was a time of intense violence in Northern Ireland. England increased coercion against Republicans in response to this violence by deploying the British Army. Like the responses to non-violent protest in the previous period, however, this repressive response to increasingly violent protest was not applied consistently. Principal-agent problems continued to compromise the British state’s ability to employ repression consistently, because British troops employed force against Republican dissenters unevenly and the continued army occupation of 1969–1970 promoted further inconsistency.

During these two years Republicans did not abandon non-violent dissent altogether, but the emphasis was clearly shifting toward violent dissent. By the spring of 1969, Republican dissidents were attacking public buildings and utilities.45 Seasonal Protestant marches through Catholic neighborhoods were met with Republican rioting and petrol bombs.46 August 2–3, 1969 witnessed “considerable violence in Belfast,” and on August 4, more riots broke out in Catholic neighborhoods.47 An August 12 Protestant march in Derry sparked violence between police and Catholics that spread to Belfast, ending in fires that left thousands of predominantly Catholic families homeless.48 In December 1969, the Provisional IRA was founded, suggesting a further commitment to pursue violent dissent. By spring of 1970, the Provisionals were involved in attacks on Royal Ulster Constabulary (RUC) police stations and violent confrontations with the British Army.49 By the fall of 1970, the Army reported that it felt the riots it was encountering were being carefully orchestrated.50

Repressive responses to this violent dissent were inconsistent during this time period. At times the state employed high levels of repression. On the morning of August 16, for example, the B-Specials (a police reserve force in Northern Ireland) were reported to have gone on a “rampage” in Catholic sections of Belfast in response to continued Republican violence.51 But such episodes of repression occurred sporadically, and Brit-
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ish MPs described the army as having a “low key” attitude. In April 1970, the state announced that petrol bombers risked being shot, and in July 1970 the state imposed “Falls Curfew,” where violent house searches were performed in response to recent violent dissent. These examples of repression, however, represent punctuations in extended periods of a British military presence that was not consistently employing repression, but rather engaging in what English describes as harassment of Catholics. Such harassment, again, represents not a consistent policy of repression on the part of the state, but rather agents of the state taking liberties with their repressive power to trouble Republicans.

Such inconsistent repression on the part of the army might actually be an inherent characteristic of military occupation when the military is not engaged in specific operations. As we have mentioned previously, principal-agent problems lead to inconsistent applications of repression. When a significant repressive presence under the control of multiple agents of the state is placed in close proximity to dissent activities, but not engaged in a specific military campaign beyond some vague notion of “peacekeeping,” the probability that repression is applied inconsistently is likely to increase dramatically.

As multiple agents of the state have a repressive capacity, and no direct instructions about the extent to which they should employ repression, opportunities for discretionary decisions about repressive response abound. Military occupation is a tense situation, and as individual agents feel more or less threatened at any given time, they will respond with repression accordingly—either in a formal repressive capacity or with more informal repression, such as the harassment mentioned above. Furthermore, particular army units had distinct preferences regarding the use of repression. The paratroopers, for example, had a reputation for the excessive use of repression, which further contributed to the overall inconsistency in the application of repression during military occupation.

The Troubles Continue and Begin to Subside, 1971–1976
By 1971, Republican violence had grown markedly, with an increasing amount of bombing activity directed at the British Army in particular. Here we see a sequence of events where high state coercion in response to non-violence was not applied consistently, encouraging an increase in violent protest activity. The increased consistency of the state’s repressive response in 1971–1973, and the subsequent decrease in Republican violence that followed in 1974–1976, illustrates how increased consistency in the application of repression can reduce violent dissent.

Republicans engaged in more violent dissent from 1971 to 1973. Early in 1971, the IRA began to shoot at British troops, and they killed their first
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English soldier on February 6. By spring of 1971, Republicans were described as bombing with “energy and intensity.” July 1971 saw increased Republican violence in Derry, and in August 1971, lethal violence broke out in response to the state’s renewed policy of internment. Over twenty people were killed, and thousands were left homeless by house fires. In an August 13 press conference Republican dissidents stressed their commitment to violence, stating “we have plenty of guns and ammunition.”

In the last two weeks of January 1972, Republicans engaged in a number of shootings and planted several mail bombs. On January 27, two RUC men were killed in Derry by Catholic dissidents. On February 22, 1972, the Official IRA bombed a paratrooper barracks in response to Bloody Sunday; seven were killed. On February 25, Republicans attempted the assassination of a Unionist politician. Two were killed and 136 injured in a March 1972 bombing of a Belfast department store restaurant. July 21, 1972, has been described as one of the North’s “worst ever days of violence”; Republicans planted over twenty bombs in the city center of Belfast, killing nine people and injuring many more.

This period also saw some non-violent protest, particularly as state repression of violence became more consistent with the use of house searches and internment. In September 5, 1971, Provisionals offered ‘interim proposals’ and made demands of the British government that, they claimed, would bring “immediate” peace if the British publicly accepted them. In March 1972, the IRA once again issued a series of demands to the British government, this time accompanied by a 72-hour ceasefire. By mid-1972, Republican dissidents were showing signs of beginning a strategic shift away from violent dissent. On May 29, 1972, the Official IRA suspended military action (though the Provisional IRA remained active). June 13, 1972, marked a “significant” IRA press conference, where the IRA publicly offered to meet the Northern Irish Secretary of State and to suspend all violence for a week. Then, on June 22, 1972, a Republican ceasefire was announced, and on July 18, 1972, Republican leaders flew to London to meet with British Labour politicians.

While Republicans were continuing their campaign of violent dissent in 1971 and 1972, the state grew more and more consistent in its use of
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repressive responses. From February to August 1971, the state attempted to engage in a sort of tit-for-tat repressive response to Republican violence. From February to August 1971 and December 1975, there were 1,874 Republicans detained without trial. Here, then, is evidence that state repression toward the end of 1971 had increased in consistency, but was not entirely consistent. Repression would become more consistent as houses were searched and internment progressed in 1972 and 1973. On March 14, 1972, Army soldiers killed two IRA teenagers in Derry, and the leader of the Official IRA was killed by the British Army in April 1972. Moreover, the state changed its policy regarding the non-patrolling of barricaded Catholic neighborhoods, which could previously have been seen as inconsistent with other repressive actions by the state. On July 31, 1972, in “Operation Motorman,” the British Army reoccupied barricaded no-go areas of Derry and Belfast. All told, British soldiers killed 80 individuals in 1972.

The period of 1974–1976 saw increasing non-violent dissent on the part of Catholic dissidents, as state responses to violence in the previous period had grown more consistent. From 1971 to 1973, Republican dissidents killed 211 British soldiers. From 1974 to 1976, the number of British soldiers killed decreased to 73. The IRA engaged in a lengthy truce in 1975, and began to invest more in non-violent dissent, such as the Republican News, which became more professional and better-edited during this time period.

This period illustrates how the consistency with which the state uses repression in response to both violent and non-violent actions will have consequences for the dissent strategies that groups choose to employ. When the state employed inconsistent repression in response to non-violent civil rights protests, Northern Irish Republicans began to employ more violent dissent. Although the state employed repression in response to violent dissent, the initially inconsistent application of that repression undermined its deterrent effect. Finally, as the state began to employ repression more consistently in response to violent dissent, Republicans began to shift their strategy back to a greater emphasis on non-violent dissent.

Some scholars have argued that increased consistency of the state repression did not reduce Republican violence. Many cite the reenactment
of internment (which we identify as a factor in increasingly consistent repression) as being a “spur to more violence.” Before internment, in 1971, Republicans killed ten British soldiers; after internment thirty soldiers were killed. Similarly, Bloody Sunday was shown to have spawned several acts of violent retaliation. Isolated instances of state repression, such as internment or Bloody Sunday, may have incited short-term violent responses from Republicans, but taken together, along with the other repressive activities employed by the British state during this time period, they contributed to eventual perceptions of an increased consistency in the state’s use of repression. Though the major reduction in Republican violence did not occur until 1974–1976, it may have taken some period of time for dissidents in Northern Ireland to update their beliefs about how the state would respond to violence, given the high level of inconsistency it displayed in the past.

This interpretation of state repression and Republican dissent has shown how the effectiveness of repression in deterring violence depends on the consistency with which such repression is employed. When the state was able to repress violent dissent consistently—as in the period directly preceding 1963, and from 1972 to 1973—Republican protestors relied more on non-violent dissent. Furthermore, the consequences of the state’s inability to repress non-violent protest consistently, and the subsequent increase in violent dissent, highlight how the effects of the consistency of repression will depend on the dissent tactics to which repression is applied.

A Cautionary Story about Repression

In this chapter, we have introduced a theory of dissent strategy and argued that the consistency with which a state employs repression in response to different dissent tactics should affect the choices that dissident groups make about violent and non-violent protest. In doing so, we have identified a significant determinant of dissent behavior that previous
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74. One major incident of repression and dissent during this time period has been excluded from this analysis because of the questions that surround it. The massive display of repression on “Bloody Sunday” could be understood as part of the increasingly consistent response to violent dissent, or as another inconsistent response to non-violent protest, depending on whether one believes that the events preceding soldiers opening fire and killing thirteen protestors were violent or non-violent. On Sunday, January 30, 1972, the army decided to arrest Catholic protestors following an anti- internment march that had degenerated into Republicans throwing stones at soldiers. The particular regiment charged with containing this protest was the paratroopers, who had the aforementioned reputation for excessive use of violence. While the high level of repression employed by the soldiers is not in doubt, questions still remain about the extent to which the soldiers were responding to violent or non-violent protest, which makes it difficult to say whether this particular incident is evidence of the consistent responses to violence during the period or more inconsistent responses to non-violence.
works on repression and dissent have ignored. The consistency of repression is a significant conditioning factor for the relationship of repression and dissent.

This study leads us to a number of conclusions about previous work on repression and about the real world use of repression. In line with Moore’s finding, this work has provided further support for the substitution hypothesis.\textsuperscript{75} States can cause dissidents to substitute violent and non-violent tactics by repressing one strategy (or by repressing it more than the other). The effect, however, is conditional on the consistency of this repression. Looking at the repression of violent and non-violent dissent in turn, we find that the effect of inconsistency is actually different, depending on which tactic the state represses. More inconsistency in state repression of violence reduces the effect that repression has in deterring the use of violence. Greater inconsistency in repression of non-violent tactics, however, appears to accentuate the effect of repression on inducing dissidents to use violence. Although the directional effects on tactical substitution are different if the state is inconsistently repressing violent or non-violent protest, the consequences of that inconsistency are actually the same: to encourage more violent dissent.

This finding on the different effects of inconsistency on violent and non-violent tactics raises some additional questions and has important implications for policy. The Rational Actor dissent model assumes that there is nothing inherently different about violent or non-violent tactics. Perhaps this is a problematic assumption. One idea about how tactics may differ is based on the general cost expectations associated with different dissent tactics. If the costs associated with violent dissent are routinely higher than those associated with non-violent tactics, dissidents will have different expectations about those costs (high for violence, low for non-violence). Given these prior expectations, dissidents may view inconsistency of repression in different ways. For example, if predominantly violent dissidents observe that some of their actions are not met with repression, they will see that the costs are potentially lower for further violent activities. If predominantly non-violent dissidents expect little repression, however, an occasional attack by the state may be seen as particularly unjust and can engender more radical tactics.\textsuperscript{76}

There are several important implications of these findings about consistency of repression. First, even though consistent repression might seem desirable, the principal-agent problems inherent in the implementation of repression, as well as the numerous and changing constraints on the state’s decision calculus, present the potential for inconsistency. This will be true even when consistency is a goal pursued by the state. Making a comparison between the consistent use of repression and an inconsistent use assumes that states can be totally consistent, which is incorrect. We offer two explanations for why states would be inconsistent—diverse aims

\textsuperscript{75} Moore, “Repression and Dissent: Substitution, Context, and Timing.”

\textsuperscript{76} This is similar to the effect Rasler finds in Iran. See Karen Rasler, “Concessions, Repression, and Political Protest in the Iranian Revolution.”
of state elites, and a principle-agent problem associated with how repression is carried out. To what degree these two factors affect the ability of states to consistently use repression will vary across states and across time or dispute within states. There is little reason, however, to believe that any state would be free of these constraints. All state elites have numerous issues to grapple with at the national level. All states must use security forces to employ repression. Thus, when we consider these findings that inconsistent repression causes more violence, we need to think beyond the extreme and simple conclusion that states should repress consistently all the time to deter violence.

Instead, a more nuanced reading of these findings presents us with a cautionary story about the use of repression and how it is employed. First, repression of non-violent dissent encourages violence, and repressing inconsistently does so even more. Though we expected inconsistency to diminish the effects of repression, a haphazard or intermittent response to non-violence encourages even more violence. Second, repression of violent dissent can deter violence, but the effect is substantially diminished when repression is used inconsistently. The question then becomes, how useful is it to repress dissent, given that consistency is virtually impossible? We should qualify this cautionary tale about repression. This dynamic is most likely to exist in already open political systems, where violent and non-violent dissent are both viable strategies for disaffected groups in society. Implicit in our model is the idea that accommodation can occur in response to either strategy, and thus dissident elites seriously consider both violent and non-violent tactics. That said, the increasing use of terrorism and violence in democracies means that state repression in these cases is a live and relevant concern in the twenty-first century.77

Finally, forward-looking state elites must be careful about repression decisions, because a consistent policy of repression today does not guarantee consistency into the future. The central message for states regarding repressive responses to dissent, therefore, is to proceed with caution. Any forward-thinking state elites concerned with violent dissent in the future must realize that the use of repression brings with it inherent potential for inconsistent application, which will only serve to encourage violent dissent.
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Chapter 8

A Composite-Actor Approach to Conflict Behavior

Wendy Pearlman

What brings an insurgent, protest, or self-determination movement to use violence as opposed to other strategies? This question is an important starting point for research on civil and asymmetric conflicts, increasingly dominant forms of conflict since the latter half of the twentieth century. With the aim of crafting generalizable theories of the circumstances under which political violence is likely or intense, scholars and analysts often treat movements as if they were unitary. There is thus a propensity to refer to the Tamils, Chechens, Tibetans, and other groups as coherent entities, and to explain their behavior as the outcome of that entity’s pursuit of specific goals.

The assumption that movements are unitary actors is attractive because it simplifies the complex empirical world into identifiable decision-makers whose practices can be elegantly modeled. It invites scholars and commentators to equate the rational decision-making of a movement with that of a person, and thereby assert that the norm is for movements to act in ways that reasonably advance their objectives. This assumption, however, obscures dynamics internal to movements. This is a serious problem because some of the causes of civil violence stem from these dynamics; ignoring them can lead to mistaken explanations of conflict outcomes and misguided prescriptions for conflict resolution. Specifically, inattention to intra-movement processes can lead scholars and policymakers to exaggerate the degree to which movements carry out violence because they believe it to be strategically effective. It is difficult to account for suboptimal violence when one takes the agent of violence to be a coherent entity acting on the basis of coherent preferences.

In this chapter, I craft an approach that aims to produce better explanations of suboptimal violence and other puzzling conflict outcomes. To this end, I contrast understandings derived from the assumption that nonstate movements can be treated as unitary actors with what I call a “composite-actor” approach. The composite-actor approach departs from
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Theories that implicitly view social, political, and nationalist movements as single entities by explicitly bringing their amalgam and multifaceted character to the forefront of an analysis of their conflict behavior. Rather than directly asking why a movement chooses violent or non-violent methods, this approach asks precisely who within that movement does the choosing and how their choices influence those of others within their own community. My objective is to encourage investigation into the kinds of actors that make up movements and how their interactions affect the use of violence as opposed to other strategies. My analytical contention is that when we fail to take account of the interaction of those who constitute a movement, we are liable to misunderstand why and how violence takes place.

The composite-actor approach entails disaggregating political collectives into categories of individuals with similar kinds of objectives and resources. In this chapter, I operationalize this approach by identifying three general clusters of actors who shape politics in many movements: elites, aspirants, and masses. Other clusters of actors might also be specified, and future research can explore how different categorizations are relevant depending upon the political setting. I demonstrate this approach through analysis of the Palestinian national movement during the British Mandate (1920–1948), and specifically the Arab Rebellion (1936–1939). Some might argue that Palestinians’ particularly acute divisions render them unique among self-determination struggles, and that the Arab Rebellion is hence an unrepresentative case with which to challenge unitary actor–based theories. Yet empirical evidence of fragmentation in nonstate groups is more widespread than mainstream theories of violence suggest. Comparative research shows that ethnic groups typically contain heterogeneous factions.¹ Recent works on insurgencies and civil wars similarly demonstrate the multiplicity of interests and identities within any given party to conflict.² Yet, while these and other studies cast doubt on the unitary view of a nonstate group, they have yet to provide an alternative conceptualization of the group’s composite character. That is, they suggest that a movement is not a single actor, but do not necessarily tell us how to think about the multiple actors that it encompasses. In order to achieve the goal of “rethinking violence,” we must also rethink the nature of the agents who we regard as driving violence. This chapter serves as an initial step toward that end.

Beyond its analytic value, an examination of the Arab Rebellion is worthwhile due to its historic importance. This uprising marked a turn-
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ing point in the history of the conflict between Palestinian Arab and Jewish nationalisms. One of the most protracted uprisings against the British in the Middle East, it drew world attention and profoundly shaped both national communities inhabiting Mandate Palestine. During these years of unrest, the Jewish community in Palestine consolidated its economic independence, strengthened its armed forces, and gained critical military experience through its cooperation with the British Army. Palestinian Arabs, on the other hand, emerged from the rebellion fractured, economically devastated, and leaderless. It was under these circumstances that they faced a well-organized Zionist movement in the war of 1947–1949. The dissolution of the Palestinian national movement was all but a foregone conclusion.

This chapter proceeds in three sections. The first section critiques conventional explanations of civil conflict, which treat nonstate movements as unitary actors, and presents an alternative, composite-actor approach. The second section uses the case of the Arab Rebellion to illustrate the analytical fruitfulness of this approach and two arguments that extend it. The third section concludes and briefly demonstrates the relevance of these arguments for subsequent episodes in Palestinian history.

From a Unitary to a Composite-Actor Approach

Numerous studies of civil conflict have offered explanations of why nonstate groups use violence as a means of challenging an opponent. Many, however, build on an important assumption that scholars do not mention, no less scrutinize and defend: that movements behave as if they were unitary actors. This simplifying assumption underlies much mainstream research on the conceptual, methodological, and theoretical levels.

On the conceptual level, the unitary-actor assumption is implicit in many scholars’ vision of civil conflict as consisting of a straightforward struggle between a movement and its external adversary. This conceptualization turns attention away from the struggles within either of these parties, which may play no less a role in driving violence. Stathis Kalyvas brings this conceptual problem to the fore when he critiques the conventional understanding that civil war is a “binary conflict” that is organized around a “master cleavage” rather than a host of overlapping local and private conflicts.

On the methodological level, the unitary-actor assumption is the grounds on which scholars use nonstate groups as the unit of analysis in cross-national statistical tests of theories of political violence. Such is the case for many studies employing the Minorities at Risk (MAR) dataset.


It is likewise often the case for studies that critique MAR or use it as one of many sources in constructing new datasets. For example, Nicholas Sambanis and Annalisa Zinn consider why some self-determination conflicts evolve into civil war, and argue that denial of autonomy and other forms of repression bring minority groups to escalate their protest. They fault MAR for including only those ethnic groups prejudged to be “at risk,” and develop a new dataset that avoids such selection bias. However, they accept MAR’s view that the basic agent in civil conflict is a nonstate group. As they state explicitly, “We refer to [minority] groups and assume that they are coherent units with well-defined preferences.”

On the theoretical level, the assumption that nonstate movements behave as unitary actors is the bedrock of the dominant paradigm in security studies, which holds that violence is a strategy that a group employs purposefully to attain a given political objective. On this premise, many scholars explore how a state’s accommodative or repressive policies render some strategies more effective than others. Although a precise model of the nexus between repression and dissent remains elusive, many case studies find that regime repression escalates the type or rate of anti-regime activity. Mark Lichbach predicts that groups rationally shift from non-violent to violent forms of rebellious activity when states use repression indiscriminately, while Karen Rasler argues that collective protest escalates when repression is inconsistent. T. David Mason, and likewise Sambanis and Zinn, find that it is instead a regime’s response to non-violent protest with coercion rather than concessions that leads to violence. In these and other works, the assumption that movements act as
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if they were unitary entities is central to the explanation that movements carry out violence when external conditions render it rational to do so.

The twin assumptions of unitary actors and collective rational action are also increasingly commonplace in the literature on terrorism. The “instrumentalist” explanation of terrorism regards it as an efficient weapon of the weak against the strong.10 Noteworthy in this regard is Robert Pape’s research arguing that groups employ suicide bombing in a strategic bid to coerce liberal democracies to make territorial concessions.11 Here, again, the internal coherence of a nonstate movement is fundamental to the theory of violence proposed. It is a requisite part of the argument that movements act, in Pape’s words, to “achieve a specific political goal.” It is also what gives movements the capacity to derive lessons from the past, and hence to “learn” that suicide terrorism “pays.”12

That nonstate movements act strategically and adapt their behavior in response to state policies is evident in cases ranging from the U.S. civil rights movement to al-Qaida. Nevertheless, this emphasis on strategic rationality does not explain why movements sometimes take actions that are ineffective and even haphazard, or why they continue with a strategy after it fails to produce political results. It is not simply the case that theories assume that movements behave as unitary actors tend to overlook suboptimal violence. Rather, it is the very assumption of unitary actors that renders theories unable to explain such outcomes. After all, if a movement is a coherent unit, why would it ever carry out an incoherent strategy?

Faced with the conundrum of suboptimal violence, some theorists resort to attributing strategically inefficient choices to such factors as culture, religion, or ideological fanaticism. Even those who propose this line of explanation, however, do not necessarily relinquish the premise that movements are coherent entities acting purposefully. They simply suggest that the movement’s goal is to fulfill a religious duty or extract revenge rather than achieve the more material objectives of land or political sovereignty. Hence, regardless of how a movement happens to define gains, it is believed that the movement acts in a unified way to increase those gains and decrease losses.

Is this assumption unproblematic? Even when a movement has an official leadership, a spectrum of persons beyond leaders plays a role in shaping the movement’s course of action. Moreover, the context in which adherents of a movement make decisions that affect the movement is usually multidimensional.13 They have opinions about issues relating to


12. Ibid., p. 344.

13. See Richard McKelvey, “Intransitivities in Multidimensional Voting Models and
strategy, the proper procedures for reaching collective decisions, how decisions are implemented, and how the movement’s resources are distributed. That is, when they negotiate strategy vis-à-vis an external opponent, they are likely also to be negotiating the classic “who gets what, when, and how” that defines politics within their nonstate group. Even when members of a nonstate group join forces in opposition to a common adversary or come together around the goal of national self-determination or regime overthrow, individuals’ participation in collective action is often influenced by these other concerns. The implication of this multiplicity of preferences and objectives in any nonstate group is that the coherent status of a movement should be treated as a research question to be explored, not an assumption to be taken for granted.

It is to call attention to this question that I present the composite-actor approach to the study of violence. Operationalization of the composite-actor approach hinges on distinguishing the various kinds of actors that constitute what we commonly identify as a nonstate party to conflict. I identify three such categories of actors: elites, aspirants, and mass-level actors. “Elites” are leaders who, among other actors in society, wield the most political resources and enjoy greatest claims to represent the community. “Aspirants” are individuals who possess political skills and ambitions but lack institutional power. Looking toward leaders, aspirants actively seek greater recognition of their personal status or advancement of their preferred ends and means in the conflict. “Mass-level actors” refers to members of society who, like aspirants, possess preferences on matters of political process and policy, but unlike aspirants, are not actively pursuing a claim to direct the affairs of the collective.

The central claim of the composite-actor approach is that a movement’s conflict behavior takes shape less as a choice on the part of a coherent entity than as an evolving social process in which these differently situated actors launch and sustain their participation for different reasons. Following this claim, I put forth two arguments. These arguments may be true or false regardless of whether scholars treat groups as composite or unitary; however, they can also be treated as analytic and empirical extensions of the composite-actor approach. The first argument is that the process by which people mobilize behind nationalist violence is not simply “top-down” or “bottom-up.” That scholars have variably emphasized the roles of either elites or masses shows that many do look inside movements and explicitly take account of their composite character. In tending to emphasize only one kind of social actor rather than another, they underestimate the degree to which movement behavior is fundamentally the outcome of the interaction between them. This argument extends the composite-actor approach because it emphasizes the interactions among a movement’s components, not the dominant role of any one component. The second argument I make is that the internal relationships and interactions driving conflict behavior change over time. More specifically, the factors responsible for an initial turn to violence

differ from those that sustain it. This testable claim is an extension of the composite-actor approach because it derives from the idea that the interests of elites, aspirants, and masses shift as they interact with each other.

This central claim and the two arguments that extend it point to causes of violence derived specifically from exchanges and interactions internal to nonstate groups, rather than those resulting solely from the movement’s interaction with its external adversary. The case of the Palestinian national movement under the British Mandate demonstrates these points. A unitary actor-based account of this case might straightforwardly posit the conditions under which violent or non-violent protest was rational for Palestinians in their effort to attain greater national sovereignty from the British authorities. Alternatively, it might attribute violence to Palestinians’ collective despair or anger in its confrontation with Zionism or to some supposed aggression innate to Arab-Islamic culture. By contrast, a composite-actor approach traces conflict behavior to the interdependent decision-making of Palestinian elites, aspirants, and mass-level actors. I suggest that these actors’ interests, as well as their resources and political opportunities, evolved endogenously in their interaction with each other. Iterative interaction shifted the calculations and relative power of these different actors during the years leading to the rebellion, and again over its course. These dynamics were not the only determinants of Palestinian behavior in the rebellion, but they were important ones. Ignoring them yields a mistaken understanding of why Palestinians did what they did. These are precisely the dynamics that go undetected by studies that conceptually, methodologically, or theoretically regard nonstate movements as unitary actors.

**The Arab Rebellion**

The Palestinian Arab society that emerged from the Ottoman Empire was overwhelmingly comprised of Muslim peasants, who tended to be illiterate, chronically indebted, and barely able to make livelihoods from the soil. Palestine’s budding cities housed tiny working and middle classes, the latter of which was disproportionately Christian. Sitting atop this social pyramid was a handful of mostly Muslim, Jerusalem-based, elite families. In the nineteenth century, these competing notable clans channeled their traditional prestige into political power. In making use of Ottoman tax, land, and other reforms to register large tracts of land in their names, they obtained both wealth and social control over the masses of sharecroppers and tenant farmers, whose livelihoods depended on ab-

---

sentee landlords. These elites obtained top posts in religious institutions, political bodies, and the Ottoman administration. They solidified their patron-client networks by virtue of their privileged status as intermediaries between state and society.

In the 1917 Balfour Declaration, the British government pledged to “favor the establishment in Palestine of a national home for the Jewish people.” The 92 percent of the Palestinian population that was Muslim and Christian Arab adamantly protested that promise as a violation of their own rights to the land they viewed as their birthright. The traditional elite took the lead in voicing this opposition. Although these elites lost their political monopoly as the British established a League of Nations Mandate in Palestine, they remained the default leaders and spokesmen of the Arab population. In the early period of British rule, notable families were divided between those who called for Palestine’s unity with Syria and those who favored national autonomy. By late 1920, however, elite opinion had largely coalesced around the latter. Members of the elite met and selected an “Arab Executive Committee” (AE) to represent Palestinian Arabs before the Mandatory authorities. They adopted a platform that called for the public recognition of Palestine as a distinct political entity, the rejection of the right of the Jewish people over Palestine, a ban on the transfer of Arab or state lands to Jewish control, and a halt to Jewish immigration. With this leadership and agenda in place, the Palestinian national movement took shape.15

Notable families assumed authority in what seemed an authentic extension of the religious, economic, and social prestige they had enjoyed for generations. In spite of their opposition to British policies, many accepted formal positions in the Mandate apparatus in municipalities, the religious establishment, or other institutions. These posts rendered them intermediaries with the government, thereby granting them recognition and resources that further solidified their political elite status. Thus, although elites had their own factional splits, they constituted a social-political class that went relatively unchallenged by other segments of society during this early phase of the national movement. Yehoshua Porath writes, “A leadership crystallized which was accepted, at least initially, by the entire political public as legitimate. There then followed a period of two or three years, in which almost the entire public was united around the Executive Committee.”16 At this point in the national struggle, aspirants outside this small circle of elites did not yet represent a political force in their own right. Mass-level actors were not politically active in a concerted way, as

---


the overwhelming majority of the population was engaged in a struggle for subsistence.\textsuperscript{17} Nationalist strategy was thus an elite affair.

Palestinian elites pledged to use constitutional and parliamentary strategies in the pursuit of national aims, and this strategy was generally dominant during the first years of the Mandate. The AE submitted memos, draft statutes, and petitions to the British authorities, met with the Colonial Secretary and High Commissioner for Palestine, and dispatched three consecutive delegations to meet with members of Parliament and other officials in London. It made the Palestinian case before the Turkish government, the Pope, and the League of Nations. It also organized demonstrations, delivered speeches, published articles, and distributed leaflets to mobilize and demonstrate its popular support.\textsuperscript{18}

This non-violent and political work aside, outbursts of violence remained periodic. In Aaron Kleiman’s words, the depth of emotions rendered Mandatory Palestine a “tinderbox” in which nearly any incident, rumor, or misunderstanding could spark violence.\textsuperscript{19} As such, riots in 1920, 1921, and 1929 resulted in hundreds of Jewish and Arab deaths and injuries. British commissions of inquiry concluded that each violent episode was spontaneous and propelled by widespread Arab fear of the Balfour Declaration and disappointment with the failure to achieve independence.\textsuperscript{20}

Elite influence over national strategy waned as other social-political actors came to have a larger impact within the national movement. The rural and urban poor increasingly moved from deference toward traditional elites to open dissatisfaction. The failure of elites’ conservative tactics to stem the development of the Jewish national home led many to call for more radical strategies against the British. Jewish immigration and land purchases exacerbated the extreme economic duress among the Arab peasants, many of whom were forced to leave their lands and move to slums on the outskirts of the towns.\textsuperscript{21} The misery of the poor put the political sensibilities of the base of the Palestinian social pyramid increasingly at odds with that of its top, given that most elites enjoyed privileged

\textsuperscript{17} David Horowitz and Rita Hinden, \textit{Economic Survey of Palestine, with special reference to the years 1936 and 1937} (Tel Aviv: Economic Research Institute of the Jewish Agency for Palestine, 1938), pp. 203–205; and J.C. Hurewitz, \textit{The Struggle for Palestine} (New York: Schocken Books, 1976), pp. 32–33.

\textsuperscript{18} Lesch, \textit{Arab Politics in Palestine}, chap. 4.


positions due to their comfortable relations with the British and were thus averse to antagonizing the government. Caution and conservatism characterized the elites as a social-political class. The most popular Palestinian Arab leader, the Mufti of Jerusalem, Haj Amin al-Huseini, was no exception to this rule.

Palestinians were thus increasingly frustrated with their elites’ failure to stem the tide of the Jewish national project. They also criticized intra-elite squabbles, particularly the rivalry between the Huseinis and Nashashibis, two elite Jerusalem families whose bitter competition intensified over the course of the 1920s. Understanding that aggrieved mass-level actors could be mobilized to radicalize nationalist strategy, a preacher named Izz al-Din al-Qassam rallied the urban poor behind the call for armed jihad against Zionism and Western imperialism. When al-Qassam was killed in his first battle against British troops, he became an emotive symbol for the longing of ordinary Palestinians for more bold and courageous leadership. His funeral inspired a mass outpouring that sent a warning to the traditional elite: Ghassan Kanafani wrote, “if they did not try to mount the great wave ... it would engulf them.” These developments represented a political awakening among mass-level actors and political aspirants in Palestinian society. Al-Qassam himself can be seen as an aspirant: lacking the formal post and aristocratic status of the Jerusalem notables, he both critiqued and circumvented them in his efforts to steer the Palestinian national struggle in a more militant direction.

Another aspirant challenge to Palestinian elites emerged with the crystallization of a cohort of middle-class activists. Urbanization and expanded access to literacy gave rise to a new class of Arab professionals with political, social, and economic ambitions that could not be satisfied under the customary distribution of power in society. Newly educated persons formed dozens of civil society organizations and political clubs through which they distanced themselves from the Jerusalem notables and criticized their factionalism and conciliatory politics. These individuals became the producers and consumers of a budding Arabic press, using it to spread their call for more strident nationalist politics. While this social sector was generally based in Palestinian towns, those who became teachers and civil servants in the countryside helped spread their politicized sensibilities to the rural hinterland. In the terms of the composite-actor approach, these educated and politically engaged Palestinians can be seen

as an emergent group of aspirants. They were more literate and organized than the bulk of the population, and thus possessed more means of mobilizing collective action than it did. Yet they also lacked the supra-local influence and aristocratic stature of traditional elites, and hence had less power to implement their preferred strategy against the colonial authorities.

From the early 1920s to the mid-1930s, Palestinians thus witnessed something of a transition from a nationalist struggle that was almost solely directed by elites to one in which national action was influenced by elites, aspirants, and mass-level actors. In Ann Mosely Lesch’s words, there was a switch in Palestinian politics from “mobilization from above” to “mobilization from below.” Nevertheless, national behavior was not strictly “top-down” or “bottom-up” as much as it was the product of the interaction of actors across social and political hierarchies. As aspirants and mass actors became more politically organized, their more radical leanings came to have a larger imprint on the national movement as a whole. These aspirants pushed elites to undertake some bolder actions, such as the AE’s sponsorship of mass demonstrations against the British in 1933. Yet elites continued to resist doing more. As Nels Johnson summarizes their stance, “their class interests kept them from wavering seriously from a moderate and generally conciliatory position toward the Mandate, while their factional warfare kept them from dealing effectively with the pressure which choked the mass of people.”

Such was the composite character of the nationalist movement in April 1936, when Arab gunmen stopped a car and shot three of its Jewish travelers. In the days that followed, the Jewish paramilitary *Irgun* shot two Arabs in revenge, a Jewish funeral became an angry demonstration, false rumors spread about Jews’ murder of Arabs, and Arab peasants and laborers rioted and indiscriminately attacked Jewish bystanders. These rapidly escalating events evolved into a three-year Palestinian campaign to force the British government to retreat from its support for the creation of a Jewish national home in Palestine, a revolt that became known as the “Grand Arab Rebellion.” The course of the rebellion witnessed variation in Palestinian use of violence and other strategies of protest. What began as riots evolved into a general strike centered in the cities, spawned an armed uprising, and eventually descended into internecine warfare. These twists and turns are puzzling because they appear to have been strategically suboptimal, if not contradictory. It is difficult to account for these patterns when one views the Palestinian national movement as a single entity that calculated costs and benefits, learned from past experience, adapted to new information, and chose the course of action most likely to extract concessions from its opponent. When one appreciates the movement as the sum of differently situated individuals and groups, however, a new understanding of its conflict behavior comes to light. The composite-actor approach can facilitate this understanding.

---


The Arab Rebellion was not orchestrated by any one particular sector in Palestinian society. The initial riots were propelled by spontaneous action by mass-level actors. According to Britain’s own commission of inquiry, the main driver of unrest was Palestinian Arabs’ apprehension that they would become strangers in their own homeland if the British were not compelled to change their policies.29

As rumors and spontaneous rioting spread, however, other categories of social-political actors came to play a critical role in shaping Palestinian nationalist strategy. A crucial intervention came from the new cohort of educated, urban political aspirants. These activists stepped in as the “first-movers” of non-violent protest. In the first days of unrest, activists in two towns called public meetings and announced the commencement of a general strike. During the days that followed, activists in other towns followed suit. Calling their gatherings “National Committees,” they appealed for mass participation in the strike, and pledged to sustain it until the British made concessions.30 In calling on Palestinians to cease work, these aspirants sought to shore up the popular will to challenge the government. Yet they also sought to acquire a measure of discipline to prevent protest from spilling out of control. Lesch explains, “fearing intercommunal violence, middle-class Arab professionals and merchants hastily formed local committees which they hoped could organize a non-violent protest strike to channel the Arabs’ explosive anger.”31

National Committees emerged in nearly all Palestinian towns, and many established contact with neighboring villages to encourage and aid their participation, as well.32 The press published calls for national unity and actively encouraged the entire public to contribute to the effort.33 As communities across the country joined the general strike, different sectors of Palestinian society participated using the means at their disposal. The Arab Car Owners’ and Drivers’ Association halted transport facilities, merchants and city laborers stayed home, prisoners refused to perform penal labor, and schools and factories closed. Men, women, and children participated in public demonstrations and boycotted Jewish firms and products. Boy Scouts and young urban men enforced compliance at the neighborhood level. Although Arab civil servants did not go on strike, some donated a percentage of their salaries and submitted a memorandum to the government explaining Arab grievances and claims. Intellec-

tuals demanded “no taxation without representation,” a call subsequently adopted by the National Committees.34

Aspirants appealed to traditional Palestinian elites to join the strike, but they remained averse to challenging the authorities. During the second week of unrest, National Committee representatives met and suggested electing their own country-wide coordinating body to lead the rebellion. Elites understood that aspirants’ mobilization represented a threat to their monopoly claim to national-level leadership. If the Mufti and other elites did not join the rebellion, they risked being shunted aside by those who did.35 It was thus the challenge of aspirants that drove elites to come together and assume leadership of the strike. Representatives of all major elite factions—including the Nashashibis and Huseinis, as well as Christians and Muslims—formed the Arab High Committee (AHC). The AHC chose Amin al-Huseini as its president. The AHC announced that the strike would continue until it achieved three goals: the establishment of a representative national government in Palestine, an end to Jewish immigration, and a ban on the transfer of Arab land to Jews.

Therefore, mass-level mobilization gave the protest campaign geographic scope and momentum. The intervention of political aspirants in various towns helped to steer and sustain it in a range of more organized and civic forms. The subsequent participation of elites with national stature gave the rebellion symbolic sanction, an official voice, and an interlocutor with the government. The revolt was not a choice on the part of a unitary entity acting on a well-defined strategic vision, because these sets of actors made decisions in response to each other. Spontaneous popular rioting and violence motivated aspirants to take the initiative in organizing a strike and other non-violent forms of protest. Aspirants’ intervention in turn helped many urban mass-level actors to participate in rebellious activity that was less militant than armed attacks. At the same time, the combination of mass-level mobilization and aspirants’ political organizing pressured elites to embrace greater militancy than they had previously endorsed. The start of the 1936 general strike thus demonstrates the key claim of the composite-actor approach: the strategy undertaken by this national movement was the outcome of a process that developed endogenously through the interaction of different sectors of society.


COLLECTIVE ACTION AS THE OUTCOME OF A PROCESS THAT IS NEITHER STRICTLY TOP-DOWN NOR BOTTOM-UP

The Arab Rebellion also illustrates the first argument that I propose as an extension of the composite-actor approach: violent and non-violent collective action is neither instigated solely by a movement’s leaders nor driven exclusively by its grassroots. Rather, the form and intensity of a movement’s insurgent activity is the product of a combination of top-down and bottom-up dynamics. This understanding of the composite character of strategy stands in contrast to many existing interpretations of the Arab Rebellion. On one end of the spectrum, echoing theories that self-interested leaders deliberately provoke ethnic violence, some critics have argued that the Mufti of Jerusalem incited the Arab masses in his pursuit of personal power and his uncompromising hatred of Zionism, if not Jews.36 On the other end, echoing mass-level deprivation theories, others have argued that the rebellion was a spontaneous expression of ordinary Palestinians’ pent-up grievances and feelings of injustice. In fact, some posit that the Arab masses who propelled the rebellion directed their outpouring at least in part against their own elites for not having done more to challenge the British.37 George Antonius, a Palestinian historian who was a witness to the Arab Rebellion, wrote at the time: “Far from its being engineered by the leaders, the revolt is in a very marked way a challenge to their authority and an indictment of their methods.”38

Process-tracing supports an interpretation that lies between and combines these two extremes. The bottom-up thrust of the rebellion came from the frustration of ordinary Palestinians. The top-down dimension took root as Palestinian leaders, at first loathe to confront the government, recognized that they could sit on the sidelines only at their political peril. Between elites and masses, political aspirants took the initiative to form committees and direct protest in their communities. Some of these aspirants explicitly invoked the example of Gandhi and called for civil disobedience and noncooperation with the British.39 Yet, as in other cases of insurrections against colonial rule, sporadic violence was not uncommon, and Arabs carried out dozens of attacks on Jewish people and property.


Violence in the cities increased when the government refused to accommodate the strike’s demands, and instead issued a schedule for new Jewish immigration.

The authorities moved to crush the violent rebellion through reprisals, including deporting and arresting participants, imposing curfew, and flattening rebellious neighborhoods en masse. These military reprisals went far in suppressing armed activity in the towns; however, the armed rebellion continued to gain force in the countryside. The middle-class political aspirants who guided civic protest in the cities had minimal reach in rural areas, as did their civil society organizations and newspapers, which were key instruments for rallying the urban populations’ participation in the strike and boycott. Thus, when the rebellion’s center of gravity shifted to the countryside, its character was overwhelmingly violent. Peasants formed guerilla bands in the countryside to carry out shooting attacks and acts of sabotage against Jewish settlements and the British administration. The first bands were impromptu groups in which residents of a single village or members of an extended family came together to snipe at government or Jewish targets. The armed revolt spread, not only because of the Palestinians’ fight against the British, but also because of competition among the mass-level actors constituting rural Palestine. Some clans formed rebel bands to avoid losing status to rival clans or as a way of defending themselves against potential attacks from other bands. As more families and villages took up arms, bands developed into permanent units of some fifty to seventy regulars led by a local commander. From there they grew into networks in which a single commander directed both main and subsidiary bands.

In the countryside as in the cities, bottom-up dynamics propelled by the grievances and interests of mass-level actors drove the diffusion of the rebellion. Given the family-based structure of society, the revolt spread as more peasant families took part. Nevertheless, it was not long before Palestinian elites became involved in the rural insurrection, and top-down dynamics also influenced the character and rate of rural bands’ use of violence. The Nashashibi camp took the initiative and was the first to offer support to rebel bands. The Mufti and his faction soon followed by sponsoring other bands, so as not to lose influence. Rival Jerusalem notables thus provided aid to the armed rebellion, doing so at least in part with the


goal of competing with each other and solidifying their respective spheres of influence in the country.

Four months into the revolt, another top-down factor came to influence the character of rebel violence. A former Ottoman military officer named Fawzi Qawuqji led foreign Arab volunteers into Palestine and declared his own central command over the armed rebellion. Qawuqji developed good relations with the Nashashibi camp and voiced his disdain for the Mufti. Thereafter, the rural revolt proceeded on two uncoordinated tracks, which reflected the divide between rival Palestinian elite families. Qawuqji directed rebels in some parts of the countryside and the Huseinis managed bands in other parts. With time, many Nashashibi leaders came to view the rebellion as futile and reduced their involvement. By contrast, Amin al-Huseini became more enmeshed in the rebellion’s military component. In Yehuda Taggar’s analysis, the Mufti calculated that assuming a leading role could help him preserve his preeminent standing within Palestinian society, which supported rebellion. He also reasoned that this would demonstrate to the British that he was irreplaceable. After all, if he controlled the rebellion, then the authorities would have trouble ending it unless they negotiated with him.

The strike and rural revolt continued for six months. Its economic effects on the Arab community were dire. By fall, the AHC feared the strike would cause ruin if it continued into the citrus harvest season. In addition, the British were preparing to stiffen military repression of the rebellion, and the AHC feared what might ensue. Against this backdrop, Palestinian elites sought a way to end the rebellion without admitting defeat. The AHC asked leaders of several Arab countries to pen a public appeal for the strike’s end, which it then published and endorsed. The strike came to a halt, and Palestine was calm for nine months.

In July 1937, the Royal (Peel) Commission charged with investigating the causes of the rebellion released its recommendations for resolving the conflict over Palestine: partition of the country into Jewish and Arab states. Most Arabs were horrified by this proposal, and rural bands regrouped in preparation for a renewal of the rebellion. In September 1937, Arab assassins killed the Governor of the Galilee and the rebellion began again in force. British authorities reacted to repress the rebellion more severely than they had during the first phase of the strike. This repression affected elites, aspirants, and mass-level actors, but in different ways. Targeting elites, the government declared the AHC illegal, and deported its members or prevented the return to Palestine of those members who were abroad. The Mufti went into hiding and then fled in secret to Lebanon. Stripped of his official position and rebuffed by the authorities whom he had sought to appease, he became increasingly bitter and uncompromising. Whereas Huseini had once hesitated to endorse the strike for fear that it was too
radical, he now became a leading proponent of armed violence. The Mufti established a new AHC headquarters in Beirut; other exiled AHC and political leaders opened a “Central Committee for the Jihad” in Damascus to guide, fund, and equip the Palestinian revolt. Nevertheless, the exiled leadership did not control the course of events in Palestine.

British repression also targeted aspirants. The government banned the National Committees and detained their members. In arresting hundreds of the mid-level activists who had spearheaded the strike, they also removed those who had guided the unarmed element of the 1936 uprising. In addition, British repression fell generally on mass-level actors. The government declared martial law and eventually poured extra troops into Palestine.47 It also imposed various forms of collective punishment on the population.48 This generalized repression, in addition to the enduring economic losses from the 1936 strike, left most Arab town-dwellers exhausted and wary of continued rebellion. Thus, although most people sympathized with the fight against the partition of Palestine, few were ready to participate in civic protest. Some aspirants who remained at large appealed for a return to the strike, but few mass-level actors answered that call.49

These changing conditions facing elites, aspirants, and masses influenced the strategies that came to be employed in the name of Palestinian Arab nationalism. The phase of the Arab Rebellion that began in 1937 saw the eclipse of non-violent protest and the escalation of Palestinians’ pitched battles with British troops and sporadic attacks on government and Jewish targets. Rural bands’ use of violence peaked in the summer of 1938, such that rebels took control of large stretches of the country and rendered government authority there practically non-existent.50 As the rebellion came to center overwhelmingly in the countryside, over a dozen local commanders of rebel bands emerged as new kinds of political aspirants. The arrest or physical removal of traditional elites and urban middle-class aspirants opened new opportunities for those who enjoyed some freedom of maneuver in rural Palestine. Commanders of rebel bands had arms to act on their ambitions for political and social power. They came to compete with each other for power and turf, even as they took part in the same struggle against the British forces. The head of the Central Committee in


50. Lesch, Arab Politics in Palestine, p. 223.
Damascus lamented, “Each commander defined his area of his operations, which he saw as his own sphere of influence. He would become upset if a neighboring leadership encroached into his area in a way that he saw as a violation of his jurisdiction.”

Given the lack of central control, it was not long before the armed rural revolt took a chaotic turn. The rebellion became cover for those who used their weapons to engage in plunder, blood feuds, or acts of resentment against the urban well-to-do. The fight against the British thus brought to the fore class, clan, regional, religious, and other social divisions in Palestinian Arab society. As the rebellion acquired the character of a class revolt, many middle and upper-class Palestinians fled the country. At the same time, the mechanisms that had created some semblance of elite cooperation collapsed. Rivalries between those who vied to lead Arab Palestine thus came to play a more decisive role in determining the character of the violence. Sensing the population’s fatigue by 1938, Fakhri Nashashibi, a leading member of the opposition camp, denounced the Mufti for the disastrous outcome of the rebellion. He also intervened to aid the British in ending it. The rebellion descended into internecine violence as Huseini forces vilified the Nashashibis, Nashashibis supplied intelligence to the government, Huseini-allied bands assassinated Nashashibi, and Nashashibis organized their own “peace bands” to combat the rebels. By the time the rebellion died out in the spring of 1939, some 5,000 Palestinian Arabs had been killed and 15,000 wounded, out of a total population of 960,000. Approximately a quarter of these casualties were committed by Arabs.

In the end, the contribution of elites and nonelites to rebellion violence evolved in their struggles for both national self-determination and individual advancement. In 1923, a British official had noted that, “in Palestine, a politician cannot hope to be successful unless he is an extremist.” By the waning months of the Arab Rebellion, the Mufti was arguably more extreme in his opposition to the British than most of the population which he represented. Yet while his radicalism heightened the elite-driven aspect of violence, the revolt’s popularly grounded dimension remained crucial. As Antonius wrote at the time, “Political incitement can do much to fan the flames of discontent, but it cannot keep a revolt active, month after

month, in conditions of such violence and hardship.\footnote{Antonius, \textit{Arab Awakening}, pp. 405–406.} In illustration of my first argument, the revolt’s mix of violent and non-violent strategies was the outcome of neither strictly top-down nor bottom-up social processes. Rather, it was the interaction of both that gave the revolt its particular features. The distinct contributions of elites, aspirants, and masses remain obscure when one analyzes a national movement as a unitary entity. They come to light when one conceptualizes it as a phenomenon whose composite character has a causal effect on a movement’s strategic behavior.

**How Internal Relationships and Interactions Shaping Conflict Behavior Vary Over Time**

The discussion heretofore indicates how the motivations and capacities of different social-political actors constituting a nonstate entity evolve in interaction with each other, as well as in interaction with their external opponent. This provides a bridge to the second argument that I derive from the composite-actor approach: the factors responsible for the initial outbreak of a cycle of contestation differ from those that shape its mix of violent and non-violent activity over time. It can be said that the inter-Palestinian relations that helped launch the strike were relatively cooperative. Even as their interests diverged, elites, aspirants, and mass-level actors worked together. Their unique contributions complimented each other in propelling mobilization against British policy. But as economic losses took their toll and military reprisals suppressed the rebellion’s mass character, inter-Palestinian relations became more antagonistic. These internal rivalries played a role in sustaining violence. Competition among elites and among aspirants, as well as the different preferences of the leaders in exile and the rebel commanders in Palestine, shaped the Palestinians’ fight against the government. These internal influences on violence arguably helped to sustain the rebellion after much of the population longed for calm. They also generated an overlap between Palestinian violence against the British and Jewish community and Palestinian violence against other Palestinians.

Shifts among the changing set of actors within the Palestinian movement influenced the prospects for a peaceful settlement, as well as the character of the violence. As the rebellion petered out in 1939, the British put forward a White Paper that proposed independence for a unitary Palestinian state in ten years. It proposed restrictions on Jewish immigration and transfer of Arab land, and posited that the promise made in the Balfour Declaration could be considered to have been fulfilled. Most Palestinians regarded this as a victory, and a number of elite representatives welcomed it as a means of bringing the rebellion to a decisive end.\footnote{Yasin, \textit{Al-Thawrah}, p. 226; and Kabha, \textit{Thawrat}, pp. 97–98.} The White Paper did not grant the Mufti or his rebel commanders amnesty, however, and they were hence motivated to take a different stance.\footnote{Mattar, \textit{The Mufti of Jerusalem}, p. 84; and Khalidi, \textit{Iron Cage}, p. 117.} Several commanders on the ground issued a statement that denounced the White Paper.
for falling short of nationalist aims. In it, they also sent a veiled threat to
any political elites who considered signing an agreement with the govern-
ment.\textsuperscript{59} Given that rebels had already proven their readiness to assassinate compatriots, the Mufti understood that he would cross them at his own peril.\textsuperscript{60} Against this backdrop, Amin al-Huseini announced that he too re-
jected the White Paper and vowed to continue the rebellion. As he was the
most prestigious leader of Arab Palestine, few other elites dared to defy
him once he made his stance known.

The 1939 White Paper granted Palestinian Arabs much of that for
which they had been fighting. Their rejection of the proposal is thus
difficult to explain from a strategic point of view. A unitary-actor approach
cannot account for this outcome without resorting to the claim that Arabs
were so intolerant of Jews that they refused any binational presence in
Palestine. Yet this interpretation is inconsistent with the prior centuries
of Arab-Jewish co-existence, as well as the declared positions of the
Palestinian movement, which focused opposition against the political
project of a Jewish state in Palestine. A better explanation for Palestinian
conflict behavior is to be found in the composite-actor approach, which
brings to light inter-movement struggles as an influence on strategy. Elites
positioned themselves \emph{vis-à-vis} the White Paper to serve not only their
nationalist sensibilities, but also their private interests. The British refused
to talk with Huseini, and thus he had no incentive to accept their proposal.
For the same reason, Huseini’s domestic elite rivals, who sought to
establish themselves as interlocutors with the government, faced different
incentives. Outside the small circle of elites, the rebel bands had become
aspirants with a political power of their own. They were able to act as
spoilers: those who use violence or other means to undermine negotiations
in the expectation that a peace settlement will threaten their power or
interests.\textsuperscript{61} Pressure from rebel commanders played a role in convincing
the Mufti to reject what most regarded as favorable terms for ending
violence. As such, the lack of opportunity for a politically and physically
safe exit served to sustain some Palestinians’ advocacy of violence, even
when others expected such violence to lead only to further losses.

Given this complex evolution of events, it is misleading to ask why
the Palestinians chose a particular strategy in their struggle against Zi-
onism during the 1920s and 1930s. The activity undertaken in the name
of Palestinian nationalism was not the choice of a single entity as much
as the aggregation of choices of differently situated individuals made on
the basis of a variety of imperatives. Unitary-actor approaches miss these
interactions, and can therefore lead to erroneous explanations of violence.

\textsuperscript{60} Khalidi, \textit{Iron Cage}, pp. 116–117.
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Conclusion

This essay has sought to offer a new angle on the question of why movements use violence rather than other means for contesting an opponent. It has done so by critiquing the assumption that movements can be seen as unitary actors that undertake coherent strategies. To treat a movement as a single entity is to ignore the real and analytically meaningful differences between the social-political actors that constitute such an entity. To pinpoint only one of these kinds of actors as single-handedly determining strategy on the part of the national collective is to ignore how their choices influence and are influenced by the choices of others within the community.

Based on this critique, I have advocated a composite-actor approach to the study of civil conflict. In examining political violence on the part of a nonstate movement, this approach does not ask why a movement uses violence. Rather, it asks who within that movement advocates what kind of strategy and how their actions affect those of others in the movement. For the sake of parsimony, I have concentrated on three clusters of actors internal to movements: elites, aspirants, and the mass-level actors that constitute the bulk of society. Analysis of the relations and interactions among these actors is useful for challenging the sometimes misleading idea that the norm is for movements to act in ways that are strategically rational. This idea disregards the fact that, even when people mobilize around shared objectives, they do not necessarily behave in a unified way. The composite-actor approach embraces this fact, and thereby provides tools for accounting for the seemingly suboptimal use of violence.

In my analysis of Palestinian nationalist mobilization during the British Mandate, I have demonstrated the central claim of the composite-actor approach: that collective violence takes shape less as a coherent choice on the part of a movement than as an evolving social process among the different kinds of actors within that movement. I have also advanced two arguments that I presented as extensions of this claim. First, the process by which people mobilize behind nationalist violence is not simply “top-down” or “bottom-up.” Second, the factors and interactions that drive a movement’s initial conflict strategy differ from those that shape it over time.

Subsequent junctures in Palestinian history, occurring in distinct political, social, and diplomatic contexts, illustrate similar patterns. In December 1987, a roadside killing sparked riots among Palestinians in the Israeli-occupied West Bank and Gaza Strip. Unrest spread into a mass rebellion that was soon dubbed the intifada – literally, a “shaking off.” As in the case of the Arab revolt, debates raged about the relative role of elite

incitement and mass grievances in driving intifada activity. A composite-actor approach reveals how both top-down and bottom-up dynamics came into play in different measure over time. The 1987 intifada gathered force due to the spontaneous participation of mass-level actors. Middle-ranking activists served as political aspirants who assumed field leadership. In leaflets distributed throughout Palestinian communities, they instructed people to contribute to the collective effort by partaking in specific protest actions on specific days. Official Palestinian leaders located in exile were initially taken by surprise by the grassroots outpouring in the occupied territories. Yet they gradually asserted control, and with time became more intensely involved in determining intifada strategy. These elites contributed to the increased use of violence in the intifada’s later years. The roles of different parts of the Palestinian community evolved over time in interaction with each other, and this shaped the character of strategy in the uprising.

A second intifada erupted some thirteen years later against the backdrop of disappointment with the Oslo peace process. The visit of Israeli leader Ariel Sharon to Jerusalem’s Temple Mount/Noble Sanctuary in September 2000 triggered widespread protest. As mass-level actors joined demonstrations in large numbers and Israeli reprisals radicalized sentiments, unrest evolved from unarmed demonstrations to impromptu shootings to suicide bombings. Political aspirants gained presence as middle-strata activists in the Fatah movement who criticized the conservative strategy and undemocratic ways of the official Palestinian leadership. These aspirants took the lead in representing and advocating the continuation of the intifada. Palestinian Authority President Yasser Arafat was surprised by the scope of the initial outpouring, but thereafter his involvement deepened. With time, new layers of competition within and between Palestinian factions emerged as prior political hierarchies became unsettled and aspirants advanced their preferred strategies against Israel, as well as their own claims to legitimate leadership of the Palestinian people. At the forefront of these aspirants was the Islamic Resistance Movement, Hamas. Multiple struggles among elites and aspirants thus shaped the kinds of action Palestinians took against their Israeli opponent.

Step-by-step analysis of these episodes demonstrates the value of the composite-actor approach to explaining violence in civil conflicts. Framing the debate as a question of how different Palestinian actors concurrently steer collective action, as opposed to why a single entity called “the Palestinians” chooses a given strategy, points to new questions for future research on other cases of ethnic or nationalist violence, insurgency, civil

wars, and social movement mobilization. For example, scholars can ask under what external circumstances, or in the presence of which internal political characteristics, nonstate groups behave more or less as if they were unitary. In addition, they can employ the composite-actor approach to the study of states and probe the degree to which they too should be conceptualized as composite actors. Furthermore, they can examine how different categories of social-political actors—beyond the categories of elites, aspirants, and mass-level actors discussed in this study—are salient in different kinds of nonstate movements.

Regardless of the precise research question or operationalization of the idea that movements are composite actors, scholars can push forward this research agenda insofar as they ask not why a movement carries out a strategy, but rather who leads an initial shift in conflict behavior, who follows, and how the roles of these leaders and followers affect patterns in contention over time. Such work will make a contribution to the rethinking of violence by uncovering the complex processes that shape which form, of many possible forms, a civil conflict will take.
Chapter 9

The Turn to Violence in Self-Determination Struggles in Chechnya and Punjab

Kristin M. Bakke

Why do some intrastate conflicts turn violent, while others do not? This is the question motivating this chapter. Focusing on Chechnya’s path toward a violent conflict with Moscow in the early 1990s and Punjab’s path to a violent struggle with Delhi a decade earlier, the study examines the turn to violence in self-determination struggles in decentralized states.

Each of these conflicts is notorious for a high death toll, a drawn-out counterinsurgency campaign, and a large number of “disappearances.” Yet neither of these conflicts was bound to result in a violent center-region confrontation. Moscow’s relationship to Chechnya grew tense when the Chechen government declared independence in 1991, but it did not turn into a civil war until December 1994, when the Russian Army entered Grozny, the Chechen capital. In the early 1980s, Delhi’s relationship to militant groups in Punjab also appeared troublesome. In June 1984, the Indian Army attacked the Golden Temple in Amritsar, Sikhism’s holiest temple, and by the late 1980s, Punjab found itself mired in a high-intensity insurgency and counterinsurgency campaign.

As in Chechnya and Punjab, in many of today’s intrastate conflicts, the parties at odds with one another are central governments and ethnic groups in pursuit of greater autonomy or independence—self-determination or separatist struggles. Yet not all such conflicts turn violent. Some are fought through non-violent means or militant tactics, including protests.

I would like to thank the scholars, journalists, and policymakers in Russia and India who took the time to discuss center-region relations with me in 2005 and 2006. I would also like to thank Joel Migdal, Erik Wibbels, Steve Hanson, and Paul Brass for their feedback on earlier versions of the argument presented here. Participants at the Paths to Violence workshop at Harvard University and the editors of this volume, Erica Chenoweth and Adria Lawrence, provided helpful comments, as did participants at the annual meeting of the Association for the Study of Nationalities annual meeting, New York, N.Y., April 10–12, 2008, and the American Political Science Association annual meeting, Boston, Mass., August 28–31, 2008, particularly Erin Jenne, Jason Lyall, and Lee Seymour. The research for this chapter was supported by grants from the National Science Foundation, the Chr. Michelsen Institute in Bergen, Norway, and the University of Washington. The Belfer Center for Science and International Affairs at Harvard University and the Peace Research Institute in Oslo, Norway provided support while writing. All errors and omissions are my own.
and boycotts. This chapter aims to better understand some of the dynamics that precede the turn to violence.

In the Chechen case, idiosyncratic factors appear to explain the turn to violence. It is often pointed out that President Boris Yeltsin of the Russian Federation and President Dzhokhar Dudayev of the Chechen Republic never met one another face-to-face. Scholars of Indian politics have argued that, in the Punjab case, Prime Minister Indira Gandhi was more preoccupied with rescuing the falling fortunes of her Congress Party than addressing the concerns of the Punjabi Sikhs. I suggest that these case-specific arguments are part of a more general explanation of how the political ties between elites in the regions and the center affect the process of negotiation. Building on the federalism and intrastate conflict literatures, I argue that the absence of political ties between leaders at the center and in the separatist region, as well as the presence of political ties between the center and other regions of the state, can complicate intergovernmental negotiations by fueling divisions within the region, and, in turn, diminishing the chances of conflicts fought without bloodshed. While long-standing grievances and opportunities for collective action are important for explaining the emergence of a separatist conflict in the first place, they do not necessarily explain the paths to violent conflict. This chapter suggests that one path to violence, particularly in separatist conflicts in decentralized states, stems from the relationships among elites, both between the regions and the center, and within the regions.

The chapter traces the processes of the argument presented, focusing on how political ties, or the lack thereof, between central and regional leaders affected the turn to violence. It serves as a plausibility probe of the causal story. Chechnya and Punjab share traits that make comparison fruitful. They are regions of large multiethnic federal states, and the majority of both regions’ populations are ethnic minorities in the state. The Chechens and the Sikhs are ethnic groups with long histories of resisting central control, and with historical ties to the territory they inhabit. These are factors often associated with separatist conflicts, yet their relative constancy over time means they cannot explain shifts from non-violent to


3. While the more common approach is to compare regions in one country (which has a number of advantages, such as holding “control” variables constant), region-level comparison across countries avoids a problem of the conventional research design. In in-country comparisons, the center’s interaction with one region may influence its interactions with other regions. In Russia, for instance, Moscow’s negotiations with Chechnya and other separatist regions, such as Tatarstan, were not independent of each other. The same cannot be said of Punjab and Chechnya.
violent struggles. The cases also differ in ways that allow consideration of how similar processes play out in diverse settings. While both Russia and India are considered democracies in the period under study, the Chechen conflict emerges shortly after the break-up of the former Soviet Union, in the early days of a democratic Russia. India, in contrast, has been a democracy since its independence in 1947.4

In addition, the two cases provide variation on the key variables of interest. In the Chechen case, I focus on the 1991–1994 time period, from the Chechen government’s declaration of independence in November 1991 to the outbreak of full-fledged civil war in December 1994. Like almost all regions in the Soviet Union, Chechnya was ruled by a political ally of the center until 1991. From the fall of 1991, however, Chechnya was, unlike most regions in post-Soviet Russia, ruled by a non-ally of the center. In the Punjab case, I focus on the 1978–1987 time period, from the 1978 adoption of the Anandpur Sahib Resolution, which called for greater autonomy for Punjab, to 1986–1987, when the separatist conflict in Punjab turned into a spiral of insurgency and counterinsurgency campaigns. This case can be divided into three periods. From 1977 to 1980, while Punjab’s chief minister was not of the same party as the country’s prime minister, his party was, in Punjab, in a coalition government with the party of the prime minister. In this time period, most of the other major states in India were not political allies of the central government. From 1980 to late 1983, Punjab was ruled by the same party ruling at the center, which was the case for most other states in India as well. From late 1985 to 1987, Punjab was not governed by a copartisan of the center, but most other states were.5 This variation allows me to explore each of the independent variables of interest separately, as well as different configurations of them.

Before presenting the argument, I briefly discuss lessons from the literature. The empirical part of the paper explores how political elites’ ties shed light on the processes leading up to violence in Chechnya and Punjab. In the Chechen case, the absence of political ties between region and center helps to explain the inability of the parties to reach an agreement short of war, while in Punjab, the presence of political ties in neighboring regions made it difficult for the moderate separatists in Punjab to resolve their grievances with the center peacefully. The conclusion points to caveats and future research questions.

---

4. The Punjab crisis emerged after India’s Emergency (1975–1977), during which elections and civil liberties were suspended. While the Emergency is not equivalent to the period of authoritarian rule in the Soviet Union, both conflicts emerge following a switch from less to more democratic rule.

5. From October 1983 to September 1985, Punjab is directly ruled by the center (“President’s Rule”).
Why Violence?

Scholars of political violence have investigated the underlying causes or reasons that help explain why conflicts—violent or not—emerge, how violence in conflicts unfolds, and the ways in which violent conflicts do, or do not, come to an end. Yet the transition from non-violent to violent conflict has been subject to less inquiry. What is it that happens at the point when a struggle moves from being fought through the means of pencils, pens, and protests to guns and grenades?

Several scholars have suggested that violence on the part of the state’s challengers is a response to the state’s use of repression.6 Whereas discriminate repression can successfully eliminate challengers, indiscriminate or disproportionate repression can radicalize the more militant members of a movement while convincing the moderates that peaceful protest is no longer a fruitful option. In the Chechen case, the conflict between Moscow and Chechnya escalated and turned into a deadly civil war only after Moscow’s invasion of Grozny in December 1994. It became an infamously bloody and gruesome war, characterized by a high civilian death toll, kidnappings, and extensive human rights abuses,7 which in turn has fueled violence in the region.8 This explanation, however, does not help us understand why Moscow used force in the first place. In June 1984, the government in Delhi ordered the Indian Army to attack the Golden Temple in Amritsar. Although the attack led to Prime Minister Indira Gandhi’s assassination by Sikh members of her bodyguard troops—followed by deadly anti-Sikh riots in Delhi and a radicalized rhetoric among some of the Sikh militant groups9—violence in Punjab declined between 1984 and 1985. In fact, in 1985, it looked like the conflict would come to a peaceful end, which suggests that state repression is not bound to be followed by an escalation in violence.

Movements may also radicalize and turn violent in the absence of more routine channels for voicing demands.10 In this view, whether the conflict can be fought without bloodshed depends on the process through


10. Goodwin, No Other Way Out.
which the state and its challengers negotiate with one another. The federalism literature suggests a specific institutional channel for stable intergovernmental bargaining in decentralized states, namely political party ties between central and regional politicians.

Political Ties and Center-Region Negotiations

Beginning with William Riker, an influential branch of the federalism literature has focused on the role of political parties. Political parties, argues Alfred Stepan, are the glue that holds multiethnic federations together. According to Mikhail Filippov, Peter C. Ordeshook, and Olga Shvetsova, strong national or state-wide parties with regional branches, or “federal-friendly” parties, are likely to create incentives for both national and regional elites to cooperate with one another. Such parties constitute a self-reinforcing mechanism for federal stability, ensuring that highly divisive issues, such as the state’s constitutional design or territorial integrity, are not challenged by political elites because “local and national parties and candidates rely on each other for their survival and success.” While the federalism literature’s argument is specific to political parties, one can conceive of other factors that ease negotiations and make violence less attractive, including patronage networks. The key is a certain degree of political dependence between central and regional elites.

This chapter focuses on the ways in which the absence of political ties among ruling elites or coalitions at the center and in a region affects the turn to violence in separatist conflicts, and how the presence of political ties between the center and other regions of the state affects the center’s interactions with the separatist region. One can imagine the two independent variables at work separately, but also in conjunction with one another. The study’s main contribution is specifying and tracing the steps that connect political elite ties to one of the most unstable forms of federal bargaining—violent separatist conflicts. Key to this story is how the negotiations between central and regional elites affect the relationships among elites and groups within the region.

The link between political elite ties across tiers of government and violent separatist conflict is the process of negotiation. Political ties between central and regional elites can affect the demands regional elites raise, the willingness of the central government to consider compromise solutions when faced with regional demands, and the credibility of promises given by both regional and central elites. Negotiations characterized by radical demands, few concessions, and non-credible commitments, which I refer to as stalled negotiations, are likely to foster a turn to violence by deepening opposition to the separatist challenger within the region, which further complicates the negotiation process between the center and the region. Below I elaborate on each of these steps.

First, if regional elites have a stake in keeping the state intact, they are less likely to voice radical demands. In particular, if the electoral fortunes or political careers of elites at the regional level depend on the party’s success at the national level, or if funds or promotions come from the national level (that is, if regional elites owe their position to the elites at the center), they may think twice about pushing the central government for radical demands that challenge the integrity of the state. Indivisible demands, such as independence, are harder to negotiate than more divisible ones, such as greater autonomy, because regional elites are less willing to accept a compromise and central elites less willing to accommodate. It may also be the case that political ties across tiers of government provide regional elites with a sense of inclusion in the state. Political inclusion, argues Jeff Goodwin, “discourages the sense that the state is unreformable or an instrument of a narrow class or clique and, accordingly, needs to be fundamentally overhauled.” Thus, one would not expect to see radical demands, such as independence, from a regional government of the same party or coalition governing at the center.

Second, if national elites need the help of regional politicians to win elections or stay in power, they are likely to try to reach a compromise when faced with regional demands and, more generally, aim to strengthen the regional politicians’ hold on power in the region. One would not expect the central government to oppose a compromise solution when the challenger is a regional government of the same political party affiliation.

Third, political ties among central and regional elites also ensure that concessions and promises, once given, are more credible, as defecting hurts both sides. Just like indivisible demands are considered obstacles to bargaining, so are non-credible commitments. One would not expect a central government to easily break a promise given to a regional challenger of the same political party affiliation, and vice versa.

15. Filippov et al., Designing Federalism.
17. Goodwin, No Other Way Out, p. 46.
The absence of any of these factors—regional elites owing their position to the center, central elites depending on regional elites, and credible commitments—is likely to result in a stalled negotiation process. Indeed, these three factors suggest a relationship of dependency between central and regional elites. If these actors do not depend upon each other, negotiations are more likely to stall than if they do rely on each other. In turn, stalled negotiations increase the likelihood that the conflict will turn violent.

It is important to note that the central government has political relationships to elites in not just one region, but in all regions of the state, and political elite ties to these other regions may affect the negotiation process. That is, center-region negotiations are not just about elites in the potentially separatist region and the center, but also about the relationship between the center and elites in regions elsewhere. The central elites’ concern for their political allies in one region may come at the expense of other regions. Research on India and the United States, for example, suggests that parties at the center often target transfers to regional copartisans at the expense of regions governed by opposition parties. Similarly, if concessions and commitments to a potentially separatist region hurt the center’s political allies elsewhere in the state, the central elites’ relationship to these other regions may trigger two of the characteristics of stalled negotiations described above—an unwillingness to provide concessions and to credibly commit to any promises made.

Once center-region negotiations stall, a deepening of divisions within the region makes the turn to violence more probable. Few, if any, separatists are unanimously supported by the population they claim to represent. If the regional elites involved in negotiations with the center fail in their efforts, opposition in the region may grow. Other groups may seek power, or even try to oust the regional elites, believing that they would be better able to represent the region’s interests. Groups in fragmented movements may seek to “outbid” one another, propelling a radicalization of strategies and goals, and the regional elites may adopt more radical positions to compete with their challengers. Fragmentation might also leave the movement without a disciplining leadership that can integrate its behavior, possibly leading to intra-movement violent conflict, which complicates the movement’s bargaining with the central government because its leadership cannot credibly commit to peace. Indeed, a fragmented separatist


movement or region is a particularly challenging negotiation partner for
the center because there is no one movement there. Thus, growing regional
opposition and fragmentation feed back into the process of stalled nego-
tiations, making a peaceful resolution increasingly difficult.

Consider Table 9.1. The bottom boxes, which are scenarios where
the potentially separatist region is not a copartisan of the center, indicate
stalled negotiations, while the chances of stable negotiations are, in gen-
eral, higher in the upper boxes, where the potentially separatist region is
a copartisan of the center.

The most uncertain outcome is in the upper-left box; based on the
potentially separatist region’s copartisanship with the center, one would
expect that negotiations would go smoothly, yet the expectation based on
political ties to other regions of the state go in the opposite direction. Table
9.2 shows the placement of the Chechen and Punjab cases.

The Case of Chechnya

Several scholars have linked separatist tendencies in Russia in the early
1990s to the disintegration of the Communist Party, which severed insti-
tutional ties between tiers of government across Russia.22 Special to the
Chechen case was the Chechen Revolution of 1990–1991 and the ensuing
power struggles within the republic, which made for an unstable regime.23
This study maintains that the absence of political ties between the lead-
ership in Moscow and in Grozny hampered negotiation efforts between
1991 and 1994, feeding into elite struggles within Chechnya. President
Dudayev came to power in the Chechen republic as the leader of a nation-
alist organization, without owing his position to Moscow, and was con-
sequently unafraid to raise radical demands. The Yeltsin administration,
which had no political allegiance to Dudayev, offered few concessions and
side-stepped the Chechen leadership in negotiations. The failure of this
negotiation process was a deepening of divisions within Chechnya, which
further complicated the negotiation process and helped pave the way for
an armed conflict.

22. Valerie Bunce, Subversive Institutions: The Design and the Destruction of Socialism
and the State (New York: Cambridge University Press, 1999); Filippov et al., Designing
Federalism.

Security, Vol. 23, No. 1 (Summer 1998), pp. 5–49; Georgi M. Derluguian, “Ethnofederal-
ism and Ethnonationalism in the Separatist Politics of Chechnya and Tatarstan: Sources
1387–1428; Tracey C. German, Russia’s Chechen War (New York: Routledge, 2003), pp.
76–93.
Table 9.1. Expectations about Political Elite Ties, Negotiations, and Separatist Violence.

<table>
<thead>
<tr>
<th>Separatist region political ally of the center</th>
<th>Political center-region ties across most regions</th>
<th>Political center-region ties across few regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium probability of violence:</td>
<td>Possibility of negotiations and non-violence. However, negotiations can be jeopardized by political elite ties to other regions, paving the way for ensuing violence.</td>
<td>Low probability of violence: Possibility of negotiations and non-violence.</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Separatist region political ally of the center</th>
<th>Political center-region ties across most regions</th>
<th>Political center-region ties across few regions</th>
</tr>
</thead>
</table>

The Chechen Revolution refers to the events that brought Dudayev to power in Chechnya. As in the rest of the Soviet Union, the late 1980s saw the formation of new political organizations in what was then Chechnya-Ingushetia. Chief among the activists was the nationalist writer Zelimkhan Yandarbiyev, who, along with other members of the Chechen intelligentsia, organized the first meeting of the National Congress of the Chechen People in November 1990. The National Congress adopted a nationalist, yet not separatist, resolution, aiming to put pressure on the republic’s Supreme Soviet. The strategy worked, and on November 27, 1990, the Supreme Soviet under Doku Zavgayev adopted a declaration of sovereignty for the Chechen-Ingush republic.

By the end of summer 1991, demonstrations in the name of secession and the resignation of the republic’s Supreme Soviet, which had long been considered corrupt, picked up. These demonstrations were organized by the National Congress, now under the leadership of Dudayev. On September 6, forces loyal to Dudayev stormed the Supreme Soviet building. A few days later, the Supreme Soviet agreed to dissolve, and a Provisional Council was to rule until elections that were scheduled to be held on November 17. In the meantime, on October 1, Dudayev’s forces seized the republic’s KGB headquarters, including weapons and secret files. These events took place with Yeltsin’s blessing, as Dudayev—unlike the chairman of the Chechen Supreme Soviet, Zavgayev—had taken a clear stance against the coup-makers of August 19. This gratitude was, however, soon replaced by concerns for Dudayev’s undemocratic rule, and when the National Congress dissolved the Provisional Council, Moscow threatened to use force. Nonetheless, the Chechen Revolution carried on. On October 27, disregarding the previously scheduled date, Dudayev came to power in elections that can hardly be considered free and fair. On November 1, he declared Chechnya an independent state.

With the Chechen Revolution, all institutional and political ties linking the center and the region disappeared. In no other region of Russia did a similar development take place. Indeed, Chechnya was the only Russian region where the first immediate post-Soviet leader came to power as head of a nationalist movement, allied neither with the Communists

26. This declaration was one among several such declarations from the Russian regions in the early 1990s.
27. On August 19, hard-line Communists tried to oust Soviet President Mikhail Gorbachev. The Chechen Supreme Soviet did not condemn the failed coup, and there were rumors that Zavgayev had been involved. In September, representatives from Moscow helped persuade the Chechen Supreme Soviet to resign.
nor the emerging democratic movement at the center. In the late 1980s and early 1990s, the Communist Party was disintegrating across Russia, and incentives for regional party officials to stay on the good side of the central party bosses mattered less and less. Yet into the mid-1990s, many regional leaders continued to be political allies of the center by virtue of being appointed by or in some way affiliated with the Russian president. These ties provided media exposure, expertise, and financial aid that helped “glue” the regions to the center. Not so in Chechnya. By November 1991, “all organs of federal authority in Chechnya had already been disbanded.”

This disbanding of ties with the federal level had several effects. First, it brought more radical demands to the table. While the Chechen Supreme Council issued a declaration of sovereignty in November 1990 that read like a rather radical declaration, it was meant to provoke “only” economic and political concessions from Moscow. In an attempt to compete with the National Congress, Zavgayev’s regime grew increasingly defiant of Moscow in 1991. Yet, observers have noted, Zavgayev’s nationalist resolve only went so far; while he declared Chechnya sovereign, he did not want the republic to secede. Unlike Dudayev, Zavgayev, as a Communist first

29. Dudayev, who in 1990 was invited by the Chechen nationalist movement to become its chairman, had spent most of his life outside Chechnya. He was the first Chechen to rise to become major general in the Soviet air force. Although he had been a member of the Communist Party since 1966, he had no history as a politician in the party. In fact, because the Chechens’ political participation in their own republic had been severely limited by the deportation in 1944, there hardly existed a Chechen political elite. Moshe Gammer, The Lone Wolf and the Bear: Three Centuries of Chechen Defiance of Russian Rule (Pittsburgh: University of Pittsburgh Press, 2006), p. 208.

30. Only 9 of 89 regions held regional elections in 1991. Most of the 89 regions held their first regional elections in 1995–1996, which means that the center maintained control over the appointment of regional executives until then. Following the 1996 elections, less than half of the regional leaders were allied with the party in power, Our Home is Russia.

31. Robert W. Orttung, ed., The Republics and Regions of the Russian Federation (Armonk, N.Y.: M.E. Sharpe, 2000). Treisman, “Russia’s ‘Ethnic Revival’, ” p. 237, finds that across the ethnic regions in Russia, leaders who had been appointed by Yeltsin were less separatist than leaders who were popularly elected, but he attributes this finding to the difference in administrative status of the regions.


secretary and chairman, to some extent owed his position to Moscow.\textsuperscript{35} Dudayev, in contrast, came to power as head of the National Congress and owed little to Moscow. As a consequence, he was more outspoken in challenging the territorial integrity of the state.

The Chechen constitution adopted by Dudayev’s regime in March 1992 begins by proclaiming the Chechen Republic “as an independent sovereign state and recognizing itself as equal in rights subject in the system of world commonwealth of nations.”\textsuperscript{36} Despite this rhetoric, Dudayev appeared willing to consider less radical demands. Observers have noted that Dudayev would likely have accepted Chechnya as a union republic within a revived Soviet Union or in an equal military and economic union with Russia.\textsuperscript{37} Nonetheless, such a vision of an equal partnership implied a radical change in Chechnya’s relationship to Moscow, which the center was unwilling to accept.

Second, the disbanding of political party and other elite ties between Chechnya and Moscow was followed by negotiations that never went anywhere. Moscow’s talks of concessions alternated with attempts to remove Dudayev from power by force. It was already clear in November 1991 that Moscow was willing to use force against the new Chechen leadership: following the Chechen declaration of independence, Yeltsin issued a state of emergency decree and dispatched Interior Ministry troops to the republic. Although no violent clashes erupted, Moscow’s show of force fueled the revolutionary movement in Chechnya.\textsuperscript{38}

In 1992, more than ten meetings between members of the Russian Supreme Soviet and the Chechen Parliament and government occurred—although none took place between Dudayev and Yeltsin. Dudayev insisted on a face-to-face meeting, but Yeltsin was not willing to be seen negotiating with an “illegitimate” leader.\textsuperscript{39} On March 14, 1992, a deputy chairman of the Russian Supreme Soviet, V. Zhigulin, and the Chechen vice-president, Yandarbiyev, signed a protocol that referred to “the recognition of the political independence and state sovereignty of the Chechen Republic.” This was an agreement that Dudayev found acceptable, as it went a long way toward recognizing Chechnya’s sovereignty. However, such negotiations

\textsuperscript{35} When Vladimir Foteyev, an ethnic Russian, resigned as first secretary of the Chechen Communist Party in 1989, the Central Committee in Moscow backed down on its preferred Russian candidate and appointed Zavgayev, an ethnic Chechen. Zavgayev was the regional party committee’s preferred candidate. Thus, unlike all previous first secretaries in Chechnya, Zavgayev did not owe his position only to Moscow.


\textsuperscript{37} Personal communication with one of Yeltsin’s former advisors, Moscow, May 30, 2005. See also Dunlop, \textit{Russia Confronts Chechnya}, pp. 195, 172; and German, \textit{Russia’s Chechen War}, p. 73.

\textsuperscript{38} Dunlop, \textit{Russia Confronts Chechnya}, p. 117; compare this with Lichbach, “Deterrence or Escalation?” on inconsistent use of repression and accommodation.

\textsuperscript{39} German, \textit{Russia’s Chechen War}, p. 69.
alternated with less diplomatic strategies. On March 31, other Moscow officials supported an attempted coup against Dudayev. A few months later, a new Russian delegation claimed that the March protocol, known as the Sochi Agreement, constituted nothing but a preliminary, non-binding briefing.40

In November 1992, Russian troops again entered Chechnya, this time to halt a growing conflict between Ingushetia and North Ossetia, although an equally important motive could have been removing Dudayev from power.41 Dudayev threatened retaliation. While violent conflict was averted, the stand-off was another indicator of the center’s willingness to use force. Moreover, Moscow continued to arm, and even train, the growing internal opposition to Dudayev’s regime in Chechnya. By 1994, Moscow had allegedly spent billions of rubles to fund the anti-Dudayev opposition.42 In the summer of 1994, there were rumors that the central government was planning a military intervention in Chechnya.43 Thus, not only was the disbanding of political elite ties followed by more radical demands from the regional government; it was followed by half-hearted concessions and non-credible commitments by the center.

The increasingly volatile situation in Chechnya reflected poorly on Yeltsin in the rest of Russia, who envisioned that a “small and victorious” war in Chechnya could help him win the 1996 presidential elections. In addition, leaders in some of Chechnya’s neighboring regions—which felt the growing tension in Chechnya through migration flows, interrupted transportation routes, and regional instability—called on Moscow to “take all possible measures” to restore law and order in Chechnya.44 Several of these leaders were Yeltsin appointees or were considered pro-Yeltsin. One of the pro-Yeltsin leaders in the North Caucasus was Nikolai Yegorov, governor of Krasnodar.45 In May 1994, Yeltsin appointed Yegorov Minister of Nationalities. An eager proponent of a military solution in Chechnya, Yegorov was among the “hawks” in Yeltsin’s administration. Indeed, after Yegorov’s appointment, no meetings were held between the leadership in Grozny and Moscow,46 and from July to December 1994,

41. Ibid., pp. 173–175.
43. Personal communication, Moscow, June 3, 2005; and German, Russia’s Chechen War, p. 102.
45. Yegorov was considered a protégé of Vladimir Shumeiko, the speaker of the upper house of Parliament, who some considered to be Yeltsin’s successor. Thomas de Waal, “Shumeiko Emerging as Yeltsin Heir Apparent,” Moscow News, June 10, 1994.
the Yeltsin administration moved steadily toward a military invasion of Chechnya. While the negotiations between Chechnya and Moscow were already fraught with troubles—due to the demands raised, unwillingness to compromise, and commitments not met—Moscow’s decision to use force was also influenced by concerns in Chechnya’s neighboring regions, several headed by Yeltsin allies.

As negotiations were failing and the Chechen economy was deteriorating—due to corruption, the policies of Dudayev’s regime, and Moscow’s economic blockade of Chechnya—anti-Dudayev opposition within Chechnya grew. Indeed, while the Chechen Revolution’s severing of political ties to Moscow complicated attempts at center-region negotiations, the difficulties that the new Chechen leadership faced locally, once in power, contributed to divisions within the region. While I suggest that an effect of stalled negotiations is increased divisions within the region, it is important to note that Dudayev’s regime was early on confronted by an outspoken opposition within Chechnya. Policymakers in Moscow, with no political allegiance to Dudayev, used these internal divisions to undermine him.

While some consider the internal power struggles in Chechnya in the early 1990s a result of the region’s clan-based social structure, another source of division was divergent views of economic and social reforms, which were only reinforced as the economy deteriorated. The failure of the negotiations between Chechnya and Moscow both fed into and followed from such divisions. Indeed, besides the failure of representatives of the Chechen executive and the Yeltsin administration to reach an agreement, the parties negotiating on behalf of the Chechens were not always allied with the Chechen executive. Moscow’s official line was to negotiate with all political forces in Chechnya, although in practice, it negotiated primarily with members of the opposition to Dudayev’s regime, thus deepening divisions within Chechnya and further impeding peaceful negotiations between the secessionist Chechen government and the center.

From summer of 1992, the Chechen Prime Minister, Yaragai Mamo- dayev, a Dudayev ally turned opponent, played a key role in negotiations with representatives of the Russian Parliament. In December 1992, he drafted an agreement with the Russian vice premier, Sergei Shakhrai, on the division of power between the Russian Federation and the Chechen Re-

49. The same can be said of the Russian side in 1992–1993. See Lapidus, “Contested Sovereignty.” Note that divisions in Moscow may have complicated the negotiation process, but they cannot explain why negotiations with Chechnya failed at a time when the center was signing bilateral agreements with other regions, including separatist Tatarstan.
public. This attempt failed, however, because Dudayev, who was not part of the negotiations and did not approve of Mamodayev’s initiative, saw the agreement as falling short of the sovereignty promised in the March 1992 accord brokered by his Vice-President, Yandarbiyev. The Chechen Parliament’s negotiations on the draft treaty continued in January 1993, when Shakhrai headed a Russian delegation to Grozny. Again, though, Dudayev, who played no role in the negotiation process, dismissed the agreement.51 Thus, the situation was one where the Chechen Parliament, increasingly opposed to the Chechen executive, and the federal center, with no political ties to Chechnya’s executive (and eager to side-step his authority), reached an agreement that was unacceptable to the Chechen executive.52 In the spring of 1993, the stand-off between Dudayev and the Chechen parliament peaked, and in June 1993, clashes broke out in the center of Grozny between Dudayev’s supporters and opponents. In turn, Dudayev dissolved the Parliament.

While the dissolution of the Parliament ended the deadlock between the Chechen executive and legislature, several anti-Dudayev opposition movements developed in 1993, including Mamodayev’s Government of Popular Trust, Yusup Soslambekov’s Parliament of the Chechen Republic in Exile, Ruslan Khasbulatov’s Peacemaking Group, and Umar Avturkhannov’s Chechen Interim Council.53 Moscow decided that the Interim Council was the only legitimate negotiating partner in the republic. Even prior to the declaration of Chechen independence in November 1991, there was internal opposition to Dudayev and the National Congress,54 based on diverging views about the path to independence. But while the opposition prior to the spring of 1993 consisted primarily of civic or political organizations, the groups that emerged in 1993 and 1994 were more forceful in challenging Dudayev’s regime, in part due to support from Moscow. By 1993–1994, Dudayev’s regime faced two militias, which were loosely allied with one another: the armed forces of Beslan Gantemirov and of Ruslan Labazanov, both of whom were former Dudayev allies. Allegedly, Labazanov’s group was supported by the Russian Secret Services, and in 1994 it briefly allied with Khasbulatov’s Peacemaking Group. By August 1994, Gantemirov’s forces had allied with Avturkhannov’s Interim Council. Clashes between forces loyal to Dudayev and the opposition continued throughout 1994, giving Moscow the opportunity to claim that the situa-

51. German, Russia’s Chechen War, pp. 71–72.
53. Timur Muzaev, Chechenskaia Respulika: organy vlasti i politicheskie sily [The Chechen Republic: Organs of Power and Political Authority] (Moscow: Panorama, 1995); and German, Russia’s Chechnya War, pp. 85–106.
54. Muzaev, Novaia Checheno-Ingushetiia.
tion within Chechnya called for the army to step in and restore order.

The Chechen case is perhaps an extreme version of how federal bargaining is disrupted by the lack of intergovernmental political ties. It further demonstrates how the “wrong” ties can be disruptive. The leader of the Interim Council, Avturkhanov, did have incentives to cooperate with the central government because he received both money and weapons that would help boost his local control. In return, he did not push for independence. Avturkhanov, however, controlled only some of Chechnya’s districts and had limited popular support. Moscow’s fostering of ties with a local leader in opposition to the region’s executive alienated the Chechen leadership and further contributed to its weak hold on power. While such a weakening of the Chechen leadership was Moscow’s very intention, the weakened local regime did not help avoid a violent center-region confrontation. Rather, internal power struggles due to a weak local regime appeared to further complicate intergovernmental bargaining.

The Case of Punjab

While Punjab was the scene of violent communal confrontations between Sikhs and Hindus between 1978 and 1984, the conflict between the central government in Delhi and separatist forces in Punjab did not turn violent until the Indian Army stormed the Golden Temple in Amritsar in June 1984. Yet Operation Bluestar, as the attack was officially known, was not immediately followed by a rise in separatist violence. In 1985, it looked like the Akali Dal, the main party representing the Sikhs, and its leader, Sant Harchand Singh Longowal, would be able to steer the conflict to a peaceful end. From 1986, however, violence escalated in a spiral of insurgency and counterinsurgency campaigns. As Figure 9.1 shows, the years between 1989 and 1992 were particularly deadly. Among residents of Punjab, there was a sense that militants pursuing an independent Sikh state, Khalistan, were going to achieve their goal.

The conflict between the central government and separatist forces in Punjab was not destined to turn violent. Political ties between central and regional elites affected the negotiation process and opposition within Pun-
the turn to violence in chechnya and punjab

The case, which consists of three distinct phases, demonstrates how the presence of political ties with the central government dampened separatist demands (1977–1980), as well as how the center’s political party ties to other states complicated negotiations with the separatist region (1980–1983, 1985–1987), even when the government in that region was a political ally of the center (1980–1983). Indeed, more so than in the Chechen case, the center’s decisions with respect to Punjab were influenced by its political concerns in other Indian states.

Figure 9.1. Violence in Punjab, 1984–1993.

![Graph showing annual death toll from 1981 to 1993 with data from various sources: Illustrated Weekly (Jan. 18–24, 1992), India Today (April 15, 1993), The Week (June 5, 1994), The Economist (May 22, 1993).]


HOW TROUBLE BEGAN

In 1977, Sant Jarnail Singh Bhindranwale was appointed head of the Dami Taksal, a Sikh seminary near Amritsar. He quickly became a popular religious figure in Punjab’s villages, and in the early 1980s, he became the unofficial leader of the emerging Sikh militant movement. The movement spoke of greater autonomy or a separate Sikh state, yet Bhindranwale never directly said he favored independence. Most of his speeches addressed concerns about declining religious observance among young Sikhs and emphasized differences between Hindus and Sikhs, often referring to a history of a Hindu-ruled state discriminating against the Sikhs.

The emerging militant movement gained followers among Sikh farmers, especially those with small and middle-sized farms, and the All India Sikh Students Federation (AISSF). The recruits, mostly young men, were concerned with the protection of Sikh culture and religion and the plight of small farms in Punjab’s modernizing economy. Bhindranwale’s message


resonated with these concerns, as did the “adventure” that the militant movement offered. While the seeds of the militant movement were set in the late 1970s, it was not until late 1982 that Bhindranwale became a powerful force in Punjab.

Since 1920, the main political party representing the Sikhs in Punjab has been the Akali Dal. In the 1960s, the party spearheaded the Punjabi Suba agitation, which in 1966 led to the formation of present-day Punjab as a Sikh-majority state within India. In 1973, the party issued the Anandpur Sahib Resolution (ASR), which forms the basis for the political demands at the heart of Punjab’s conflict with Delhi. The ASR called for India to become a “real” federation, where the tasks of the center were limited to defense, foreign affairs, and communications. In 1978, the party adopted twelve resolutions, known as the Ludhiana resolutions, based on the 1973 document. These called for greater power for the states and a reconsideration of the sharing of Punjab’s river waters, which had been institutionalized in 1966, when the central government decided to direct a portion of the water from Punjab’s rivers to its neighboring states. The 1966 reorganization of Punjab had also made the capital of greater Punjab the shared capital of the two successor states, Punjab and Haryana, and made it centrally governed; the Ludhiana resolutions called for the capital, Chandigarh, to be transferred to Punjab only. These demands could all be met within the Indian federation, and the main faction of the Akali Dal never called for a separate Sikh state. In the early 1980s, however, the Akalis’ inability to gain concessions from Delhi fueled dissatisfaction with the party within the state and boosted the militant movement, which was more inclined to use violent means.

PUNJAB, 1977–1980

The Akali Dal passed the Ludhiana resolutions while governing Punjab in a coalition with the Janata Party, which also ruled in Delhi. In June 1977, the long-dominant Congress Party lost elections both at the center and across a number of traditionally Congress-ruled states. At the center, Morarji Desai of the Janata Party, which was a coalition of anti-Congress parties and splinter groups, succeeded Indira Gandhi as prime minister. In Punjab, the Akalis joined forces with the Janata Party and formed a government with Prakash Singh Badal of the Akali Dal as chief minister.

While facing pressure to pursue an agenda of greater autonomy from within the party, Badal did not actively do so. In fact, the 1978 resolutions are often considered a watered-down version of the 1973 ASR. Particularly among its critics, the Akali Dal is known for turning to agitation and

radical demands when out of power, while doing little to follow up on those demands while in power. Given the argument in this chapter, it is not surprising that the party’s chief minister, when a political ally of the party ruling at the center, did not push an autonomy agenda; one of the effects of political elite ties across tiers of government is that regional elites may refrain from pursuing radical demands.

A Punjab scholar provided the following explanation for the Akalis’ reluctance to pursue the goals of the ASR while in power: In an interview in 1978, an Akali leader was asked why the party, now in power, was not raising the demands of the ASR. He suggested that since the Akalis now had the responsibility for governing the country, the party did not have the time to talk about “small demands for small communities.” Similarly, according to an Akali politician who was somewhat disillusioned with the party’s leadership, politics in Punjab is always about a certain dynasty whose only interest is to gain and hold on to power. Once in power, he suggested, no one has any interest in fighting for the ASR. Thus, despite the adoption of the Ludhiana resolutions in 1978, the period from 1977 to 1980 was one where divisive issues were toned down and agitational tactics avoided. In March 1978, for instance, a religious Sikh leader began a fast-unto-death campaign, a frequent tactic of the Akalis, in the name of transferring Chandigarh to Punjab, but Akali leaders called for such issues to be dealt with through “peaceful negotiations” instead. While the more radical aspects of the 1973 ASR were debated at Sikh gatherings, debates in the state’s legislative assembly focused on greater autonomy for all states in India. The Akali Finance Minister in Punjab emphasized that the Akali Dal’s autonomy demand was merely about restructuring center-state relations to secure more financial resources for the state. Indeed, the coalition with the centrally governing Janata Party, which threatened to leave the coalition if Badal gave in to pressures from more extreme Akali factions, provided incentives for him to work out compromise solutions both among factions of the party and with Delhi.

The Janata coalition at the center and the coalition between the Akali Dal and the Janata Party in Punjab were fraught with divisions, and in 1980, the Congress Party returned to power both in Delhi and in Punjab.

63. Personal communication with a Punjab scholar, Amritsar, February 23, 2006.
64. Personal communication with an Akali Dal politician, Amritsar, February 18, 2006.
67. Ibid., pp. 242, 245. The Akalis are notorious for factionalism. In elections to the Shiromani Gurudwara Parbandhak Committee, which governs the Sikh temples, competition takes place only among Akali factions, thus pitting different Akali leaders against one another. See Paul Brass, Language, Religion and Politics in North India (New York: Cambridge University Press 1974), p. 313.
Punjab, 1980–1984
While Congress under Jawaharlal Nehru’s leadership, from 1947 to 1964, was characterized by close ties between the national party and strong state-level party branches, the Congress Party of Indira Gandhi was one where the central party at times deliberately weakened the party’s chief ministers to enhance central control. The Congress governments in Punjab and Delhi in 1949 and 1956 negotiated agreements to meet Sikh demands (albeit none were implemented). In contrast, Punjab’s Congress government under Sardar Darbara Singh, from June 1980 to October 1983, drew support from both the Hindu and Sikh populations; it was not similarly involved in negotiating the Sikhs’ demands in the early 1980s. In fact, Indira Gandhi and her Home Minister (later President), Zail Singh, seemed to work against Darbara Singh. Zail Singh, a Sikh who had served as Punjab’s chief minister from 1972 to 1977, initially backed Bhindranwale in order to split the Akali Dal and destabilize the government of Darbara Singh, a long-time political rival. Ultimately, what seemed to matter for Delhi’s decisions with respect to Punjab was Congress’s electoral prospects elsewhere. Thus, the negotiations of Sikh demands took place between the Akalis and the Congress-ruled central government, in a process characterized by lack of compromise, non-credible commitments, and radicalization of the Akalis’ demands and means. The consequence of this stalled negotiation process was a growing militant movement in Punjab, dissatisfied both with the state’s Congress-led government and the Akali Dal.

The Akali Dal met with representatives of the central government more than twenty times between 1981 and 1984, yet none of these negotiations led anywhere. First, the parties could not reach a compromise. While Indira Gandhi and the Congress Party were willing to give in to relatively minor demands, they did not agree to grant concessions with respect to the Akalis’ main demands, such as a reconsideration of the sharing of Punjab’s river waters, the transfer of Chandigarh, and greater political autonomy for the states. After two days of negotiations in November 1981, one of the Akali leaders noted that Indira Gandhi seemed set on delaying discussions as a means to exhaust the Akalis. The last time Indira Gandhi was present at the negotiating table was in April 1982, and the Akali leaders left that meeting with the impression that the Prime Minister had decided not to concede to their demands even before she entered the room.

---


70. Kuldeep Nayar, “Towards Disaster,” in Abida Samiuddin, ed., The Punjab Crisis:
Second, the talks were characterized by broken promises. In August 1982, the Akali leaders met with Swaran Singh, a Sikh Congress politician, and reached a settlement that addressed many of the Akalis’ demands. After the meeting, Swaran Singh presented the settlement to the Prime Minister, who approved it. By the time the settlement was presented to Parliament for approval, however, the concessions had been watered down—and some of them were now dependent on the consent of the governments of Rajasthan and Haryana. Apparently, observes Kuldeep Nayar, the Prime Minister had changed her mind. Subsequent talks broke down.

Third, while Chief Minister Badal had not actively pushed the party’s autonomy agenda in 1977–1980, once the Akalis were out of power, it was back on the table. After the failure of negotiations in April 1982, the main faction of the Akali Dal under Sant Harchand Singh Longowal launched an agitational morcha (protest campaign), which represented a departure from the attempt to avoiding agitational tactics in 1977–1980 and is the closest the Akalis were to being associated with the separatists. Over the next two years, agitation campaigns replaced negotiations as the dominant Akali tactic, which resulted in arrests of thousands of Sikh protestors—but to no avail. The morcha made it easier for the center to conflate the Akalis’ demands for greater autonomy with the militant movement, although after Operation Bluestar, the Indian Army’s attack on the Golden Temple in June 1984, the official explanation was that the attack was not a response to the Akalis’ demands, but a response to a growing secessionist movement. Notably, the secessionist movement grew and turned to violent means as it became clear that negotiations between Punjab’s Akali-led government and the Congress government at the center were futile.

Why such a stalled negotiation process? Scholars and observers have noted that Indira Gandhi’s concern for Congress’s electoral fate elsewhere in India contributed to the failure of the Punjab negotiations between 1981 and 1984. Indeed, when the negotiations between the center and

---


the Akali Dal stalled in April 1982, state assembly elections in Haryana were only a month away, and Haryana’s Congress chief minister, Bhajan Lal, had informed Indira Gandhi that he already faced enough troubles due to a decision she had made in December 1981 that modified the division of river waters between Punjab and Haryana. Similarly, in November 1982, the Akali Dal and the Prime Minister’s team of negotiators reached a settlement, but Lal convinced Indira Gandhi not to agree to the deal before consulting his government, as well as the government in Rajasthan, another state benefiting from Punjab’s river waters. In 1983, Congress lost elections in the large states of Karnataka and Andhra Pradesh, making it even more apprehensive about acts that could cost it support in Haryana and Rajasthan.

The failure of negotiations discredited the Akalis among the more militant, extremist Sikhs, and the party was seen as both unable and unwilling to further the interests of the Sikh community, thus weakening its power in Punjab. An observer at the time noted that the failure of negotiations helped to make violence legitimate in Punjab. According to Nayar, “The Akalis’ main problem was how to maintain their credibility with the community; the government was not giving them any opportunity to show that by staying in the mainstream, they had won their demands.” Bhindranwale’s claims that the path of peaceful and moderate resistance was a blind alley gained support, particularly among the youth. As a Sikh observer of Punjabi politics explained in 2006, people were frustrated because “the Akalis are notorious for saying one thing and doing another.” By 1982–1983, violence was spreading in Punjab’s villages as young Sikh men, upon Bhindranwale’s request, took up arms and rode around on motorcycles, killing both Sikhs and Hindus who were considered to be enemies, including police officials, people thought to be informers, and political figures. In October 1983, Punjab was declared a “disturbed area” and placed under central control.

In 1982, Bhindranwale and his supporters had moved into the Golden Temple in Amritsar, which is the holiest of all Sikh shrines. The Akalis under Longowal wanted the militants out of the complex, but in late 1983, the militants instead moved into the Akal Takht, the primary seat of Sikh religious authority within the temple. This inability of anyone, particularly the Akalis, to control militant Sikh forces was central to the official justification for the Indian Army’s attack on the Golden Temple. Again, however, the decision to employ the army in Punjab was informed by concerns for the Congress Party elsewhere. Aware that the precarious situation in Punjab reflected poorly on the Party, it sought to appear tough on
the Sikhs ahead of the coming elections. In May 1984, just a few weeks before Operation Bluestar, the Congress Party performed poorly in by-elections in twelve states across India. The losses in the northern states were attributed to Indira Gandhi’s failure to stem Hindu anger at what was perceived to be Sikh secessionism.80 In April 1984, a Hindu opposition leader even called for Indira Gandhi’s resignation over the growing crisis in Punjab.81 Yet rather than strengthen the position of her party, Indira Gandhi’s decision to attack the Golden Temple in June 1984 cost her her life.

In sum, in the years between 1980 and 1984, the central government and Punjab’s government were both ruled by the Congress Party. Yet due to the Congress Party’s concern for its electoral fortunes elsewhere in India, particularly Haryana, it was a period characterized by a stalled negotiation process that nourished the militant movement. In this case, the center’s concerns for political allies in other regions trumped its concern for the separatist region, even though the government in the separatist region was ruled by the party ruling at the center. In part, the Congress leadership’s lack of concern with respect to the implications for its copartisan ally in Punjab—that it reflected poorly on Punjab’s Congress Party to be unable to uphold law and order in the state—was a result of less generalizable factors, particularly the rivalry between the Home Minister, Zail Singh, and Punjab’s Chief Minister, Darbara Singh. Yet in the counterfactual case, the central government would have been less concerned about its electoral fortunes in Haryana and more inclined to reach a compromise solution with the Sikhs, despite such personal competition.

PUNJAB, 1985–1987
Despite the Indian Army’s attack on the Golden Temple in June 1984, the ensuing assassination of Indira Gandhi, and anti-Sikh riots in Delhi, the “Punjab crisis” looked like it was coming to a halt in 1985. While Punjab was still under central control, the Akali Dal, under Longowal, and Prime Minister Rajiv Gandhi reached an agreement.

The Rajiv-Longowal Accord, or the Punjab Accord, gave in to almost all of the demands rejected in 1981–1984, and included provisions for the transfer of Chandigarh and a promise that the water issue would be presented to a Supreme Court tribunal.82 While the center did not concede to all of the Akalis’ demands, it agreed to take them into consideration. On paper, the accord was promising. Although some Akali leaders and militants opposed the accord, it was well-received by Punjab’s population. Indeed, it looked like Longowal was about to unite Punjab’s population

and make peace with the center. However, some of the militants saw the accord as a sell-out by a power-hungry Akali leadership, and in July 1985, Longowal was assassinated. In the state assembly elections the following September, the Akalis won an unprecedented victory and for the first time were able to rule without a coalition partner. Observers have taken the election outcome to indicate popular support for the Rajiv-Longowal Accord.83

Upon Longowal’s assassination, the Congress government at the center did not follow up on its promises in the accord. The first main provision of the accord was broken when Chandigarh was not transferred to Punjab by January 26, 1986. Similarly, in May 1987, the Supreme Court ruling on the sharing of Punjab’s river waters reduced Punjab’s share and doubled that of Haryana.84 As of 2009, Chandigarh is still the shared capital of Punjab and Haryana, and the river water question remains unresolved. Both Atul Kohli and Paul Brass argue that the failure of the Rajiv-Longowal Accord rests with the Congress Party’s concerns in other Indian states, particularly Haryana—and this undermined the Akali Dal.85 In December 1985, Congress lost the state elections in Assam, fueling dissatisfaction with Rajiv Gandhi’s leadership within the party. In June 1986, there were elections in Haryana, which had been ruled by Bhajan Lal, a Congress politician, since 1979.86 In the Rajiv-Longowal Accord, neither the Chandigarh clause nor the river water clause was popular in Haryana. Indeed, after the signing of the accord, opposition parties in Haryana called for Lal’s resignation if he accepted it,87 and by January 1986, the proposed Chandigarh transfer had become such a contentious issue that violent demonstrations broke out in Haryana. The decision to delay the transfer of Chandigarh was based on disagreements about which areas of Punjab to give to Haryana in compensation.88 In the end, Rajiv Gandhi backed out of the Punjab Accord. The accord’s failure fueled the fires in Punjab, giving credence to those who had opposed it in the first place.

While Longowal’s assassination was followed by a victory for the Akalis in the 1985 elections, the failed implementation of the Rajiv-Lon-

84. Singh, Ethnic Conflict, p. 133.
85. Kohli, Democracy and Discontent, pp. 370–376; and Brass, Ethnicity and Nationalism, pp. 210–211.
86. Since its creation in 1966, Haryana had only in 1977–1979 been ruled by a non-Congress Party. Notably, the chief minister in 1979 was Bhajan Lal, then of the Janata Party, who switched allegiance to Congress when it looked like the Janata Party would not remain in power. Lal stepped down in June 1986 but was succeeded by another Congress man, Bansi Lal. Congress lost the Haryana elections in June 1987.
gowal Accord undermined the party’s ruling faction as a representative of the Sikh community. It also nourished factionalism and a growth in militant groups. As a result, it became difficult for Surjit Singh Barnala’s Akali government to rule the state. In June 1987, the Congress government in Delhi placed the state under President’s Rule, citing the Akalis’ inability to curb the growing violence.

In February 1986, after the transfer of Chandigarh failed to take place, the Akali Dal faction under Prakash Singh Badal split from the ruling Longowal faction. By 1987–1988, another faction of the Akali Dal, under the still-active Simranjit Singh Mann, began calling for an independent Sikh state, Khalistan. The proliferation of Akali parties continued, and in 1991, ahead of the 1992 elections, there were as many as seven splinter groups of the party.\footnote{Based on Lakhwinder Singh Sidhu, \textit{Party Politics in Punjab} (New Delhi: Harnam Publications, 1994).} In addition, from 1986 to 1992, the number of militant groups in Punjab grew, among them the Babbar Khalsa, the AISSF, the Khalistan Commando Force (KCF), and the Bhindranwale Tiger Force for Khalistan (BTFK). Although these militant groups and their many splinter groups came under the umbrella of three coordinating “Panthic Committees,” they operated relatively independently of one another, sometimes in pursuit of different goals.

There was growing conflict among the militant groups in Punjab in the late 1980s.\footnote{Pettigrew, \textit{Unheard Voices}.} In January 1986, the first Panthic Committee was formed, and the KCF, which had emerged after Operation Bluestar, became its armed wing, under the command of Wassam Singh Zaffarwal in the late 1980s. By 1988, several of the field commanders of the KCF had formed their own armed groups, including the BTFK under Gurbachan Singh Manochahal. In November 1988, groups opposed to Zaffarwal’s KCF—including two KCF splinter groups, the Babbar Khalsa, and a splinter group of the AISSF—came together under the leadership of the second Panthic Committee of Sohan Singh. In April 1990, a third Panthic Committee, led by Manochahal’s BTFK, brought together militant groups—including the KCF splinter group under Gurjant Singh Rajasthani, the Dashmesh regiment, and an AISSF faction—that opposed members of the other committees. Almost twenty different militant groups, excluding the various Akali factions, were active in Punjab over the course of the 1980s.

From 1988 to 1991, violence in Punjab grew as spirals of insurgency and counterinsurgency campaigns intensified. Some of the violence was the result of militant groups fighting each other, not just police and security forces. In a fascinating study, Paramjit Singh Judge analyzes warnings that the militants placed in Punjabi newspapers.\footnote{Judge, \textit{Religion, Identity and Nationhood}.} The largest share of warnings, 34 percent, was directed at other militants, while the body that represented the counterinsurgents, the police, was targeted in only 17 percent of the warnings. The civilian population, too, was targeted in the warnings, which were directed particularly toward people breaking the
moral code of conduct issued by some militant groups. Thus, to a certain extent, the militants alienated the very population in whose name they were fighting, which contributed to the success of the counterinsurgency campaign under the command of Punjab’s most infamous police chief, K. P. S. Gill. Indeed, by 1993, most of the militant leaders had either been killed in the counterinsurgency campaign or had sought exile abroad. While violence in Punjab in the late 1980s took on a life of its own, pitting different groups against one another and the government, the failed implementation of the Rajiv-Longowal Accord played an important role in feeding these divisions in Punjab by discrediting the Akali Dal. In turn, the Akali Dal, plagued by intra-party factions, was opposed by a number of militant groups, and could neither rule the state nor negotiate with the center.

Conclusion

This chapter focuses on the turn toward violence in self-determination, or separatist, conflicts in decentralized states. It argues that the absence of political ties between leaders in the capital and in a separatist region and the presence of political ties between leaders in the capital and other regions of the state may complicate intergovernmental negotiations, enhancing the chances of the conflict being fought through violent means by feeding divisions among regional elites or groups. The study assesses this proposed process, linking the lack of political ties and violent conflict, but it does not contend that this is the only path through which separatist struggles turn violent.

In Chechnya, the revolution in 1990–1991 broke all political elite ties between the regional and central governments, complicating negotiations and deepening divisions within Chechnya, which further damaged the bargaining process. In Punjab, the center and the region were governed by the same political party, the Congress Party, during the early 1980s, but concerns for the party’s fortunes in other regions, especially neighboring Haryana, were obstacles to a compromise in Punjab. In 1985, after the central government attacked the Golden Temple in Amritsar, the president of the Akali Dal, the main party representing Sikh interests, gained regional support for an agreement with the Congress government at the center. Again, the Congress Party’s concern for its fortunes in other states proved to be an obstacle, and the negotiations failed, nourishing divisions within Punjab and contributing to a spiral of violence.

Central to the ways in which center-region political elite ties affect the turn to violence is how these ties influence the negotiation process between regional and central elites, and how that process, in turn, affects regional elites’ ability to rule the state they are governing. In both Chechnya and Punjab, the central government’s justification for military inter-
vention (and also, in the Punjab case, direct central rule), was an increasingly violent situation within the region, with different groups fighting one another. A possible objection to the argument put forth in this chapter is the fact that Dudayev’s National Congress and the Akali Dal faced local challengers prior to the stalled negotiation process, and, particularly in the Chechen case, these divisions contributed to the stalled negotiation process. The empirical narrative suggests that there is not a one-way, linear relationship from stalled negotiations to internal divisions. Yet while the stalled negotiation process did not create these divisions, it did feed into and deepen them. In both cases, negotiations characterized by radical demands, few compromises, or non-credible commitments were followed by a strengthening or growth of internal opposition movements, which made Dudayev and the Akali Dal even more problematic negotiation partners for the central government.

This chapter makes two contributions to the literature. While many studies of intrastate conflict assume that the presence of conflict means the presence of violent conflict, this chapter, along with the other chapters in this volume, does not consider violence to be a natural extension of conflict. Moreover, the study both draws from and builds on the growing body of research on intrastate conflict and decentralization, tracing the intervening steps that help to explain how political party relations, or lack thereof, affect one of the most unstable forms of intergovernmental bargaining—violent separatist conflicts.

The chapter also raises questions. First, the case of Punjab shows that political elite ties to other regions of the state may trump political elite ties to a separatist region. Future research can begin to systematically examine the conditions under which some copartisan regions are more important to the central government than others. Second, while this chapter focuses on how political ties between elites in the capital and in the region affect intergovernmental bargaining, it is worth exploring if other ties, such as economic ties, have similar effects. Finally, while this chapter focuses on dynamics between the capital and the regions and within the separatist region, it does not examine how struggles within the center affect bargaining with the regions; this is another potential area for future research.
Recent studies of unconventional warfare have attempted to evaluate the conditions under which “weak” actors defeat ostensibly “stronger” adversaries. Some scholars have argued, for instance, that non-state armed groups are capable of defeating conventionally superior state adversaries when they employ indirect and opposite strategies. Others have argued that we can make systematic predictions about outcomes of insurgencies based on the different gradations of violence used by belligerents.

Such analyses often neglect systematic comparison of violent strategies with alternatives to violence, because many studies of civil war and conflict assume that the most forceful means of waging conflict entails

For helpful comments and suggestions, the authors would like to thank Peter Ackerman, Jack DuVall, Hardy Merriman, Kurt Schock, and Stephen Zunes.


2. Arreguín-Toft, How the Weak Win Wars.

violence. Civilian populations are often seen as victims of war or as potential recruits for armed combat, rather than as agents and instigators of a different form of resistance. As a consequence, scholars of conflict and civil war treat violence as a starting point, either examining the presence of violence compared to its absence, or comparing degrees of violent behavior once a conflict already exists.4

Little empirical analysis has been devoted to nonviolent resistance campaigns, in which organized civilian groups asymmetrically challenge adversaries using protests, demonstrations, boycotts, strikes, and other methods of civil disobedience and non-cooperation.5 Yet recent evidence suggests that nonviolent resistance campaigns have often been more successful than campaigns that pursue comparable goals with violence.6 If so, it is useful to consider both nonviolent and violent resistance in the same analysis, as functional alternatives, rather than ignoring nonviolent alternatives.7

4. For an example of how war onset is treated as dichotomous, see James D. Fearon and David Laitin, “Ethnicity, Insurgency, and Civil War,” American Political Science Review, Vol. 97, No. 1 (February 2003), pp. 75–90. To see comparisons of degrees of violence once conflict has emerged, see Weinstein, Inside Rebellion; and Stathis Kalyvas, The Logic of Violence in Civil War (New York: Cambridge University Press, 2006).


6. For the purposes of this study, a resistance campaign is a series of observable, continuous tactics by a non-state actor toward a state actor in pursuit of a political objective. Campaigns have discernable leadership and often have names, distinguishing them from random riots or spontaneous acts. Usually campaigns have distinguishable beginning and end points, which are sometimes difficult to determine, as are events throughout the campaign. Although we recognize that campaign leadership is most often contested, we refer to campaigns in this chapter as unitary. For a more nuanced interpretation, see Wendy Pearlman’s chapter in this volume. For more on data related to nonviolent campaigns, see Stephan and Chenoweth, “Why Civil Resistance Works.”

7. We do not discuss actions and processes that occur within normal institutional channels, like negotiations, voting, or parliamentary action. Rather, we are interested in
Why might nonviolent resistance campaigns be more effective than violent resistance campaigns? We argue that in general, the former may be more likely to achieve mass, broad-based participation by civilian populations, which translates into leverage over the adversary through the collective withholding of consent and cooperation. The sustained and systematic application of a diverse repertoire of nonviolent sanctions by large numbers of oppositionists, as opposed to a relatively small vanguard of armed insurgents, may allow nonviolent resistance to wield greater power than armed struggle. Although violent campaigns may impose significant military, political, and economic costs and create major destruction in the process, such disruption does not necessarily lead to actual progress in strategic goals. The risks involved in waging armed struggle, furthermore, are relatively higher than those involved in unarmed struggle.

In this chapter, we develop hypotheses based on the existing literature about how reliance on a particular set of resistance tactics—violent or nonviolent—might help to determine campaign success. Our central purpose is to develop a framework for scholars to explore the factors that contribute to the success of one form of resistance over another. Here we are less focused on why groups embrace one form of resistance over another than on developing explanations for the relative effectiveness of violent and nonviolent resistance campaigns. Drawing on the current litera-

---

the collective application of nonviolent methods that take place outside of (but may be used coincident with) normal institutional channels. For an elaboration on this distinction, see Kurt Schock, “Nonviolent Action and Its Misconceptions: Insights for Social Scientists,” *PS: Political Science and Politics*, Vol. 36, No 4 (October 2003), pp. 705–712. We define violence as that which inflicts or threatens to inflict bodily harm on another individual. While it goes beyond the scope of this study to elaborate on this debate, certain forms of property destruction—such as Gandhi’s burning of identity cards in South Africa and Vietnam war protestors’ burning of draft cards—are typically classified as nonviolent direct actions. In each of these examples, the acts of property damage were planned and conducted in the context of highly organized nonviolent campaigns, were limited in focus and specific in intent, and were explained by the activists, who were willing to face the legal consequences of their actions. These actions differ from acts of vandalism targeting shops and government buildings during demonstrations, often conducted by individuals who flee from the scene and are unwilling to face the legal consequences of their actions. Throwing rocks through shop windows during anti-globalization demonstrations are examples of actions that, while technically not violent, would not be classified by most as methods of nonviolent direct action.

8. For an empirical study, see Stephan and Chenoweth, “Why Civil Resistance Works.”

9. A violent campaign is one in which the campaign relies primarily on violent tactics. A nonviolent campaign relies primarily on nonviolent tactics. As Cunningham and Beaulieu rightly point out, this distinction is often ambiguous, as most campaigns are varied. In this chapter, however, we deal with ideal types of campaigns. There are examples of such ideal types, which are campaigns that rely solely on nonviolent or violent tactics against the adversary (i.e., Gandhi’s resistance against the British occupation of India, the Georgian Rose Revolution, etc). For the purposes of this chapter, we acknowledge that ideal types are rare, and refer to cases where the campaign relies primarily on violent or nonviolent resistance types while confronting the adversary. The effects of mixed campaigns can be the subject of further study elsewhere.
ture, we suggest that, in theory, a campaign’s primary use of nonviolent or violent methods affects levels of mobilization against an ostensibly more powerful adversary. Different levels of mobilization and the type of force application may help to explain why there is systematic variation in the outcomes of these campaigns.10

The remainder of this chapter proceeds as follows. First, we develop our main contention—that nonviolent campaigns attract greater numbers of more diverse participants than violent campaigns—and provide evidence to support this argument. Second, we present testable hypotheses about how increased participation might help nonviolent campaigns achieve leverage over adversaries’ regimes, compared to violent campaigns with limited participation. The purpose here is theory-building; we propose ways that nonviolent campaigns may be strategically advantageous, with the aim of directing future research. We conclude by discussing the implications of our arguments for the security studies literature, focusing on the need to consider alternative methods of asymmetrical warfare and to rethink the role of civilians in acute conflicts.

The Primacy of Mobilization in Nonviolent Resistance

All resistance campaigns—violent and nonviolent—seek to build the personnel bases of their campaigns. Scholars of conflict suggest that campaign participation may be paramount in determining the outcome of resistance struggles. In other words, numbers matter.11 Furthermore, the more diverse the participation in the resistance—measured in terms of gender, age, religion, ethnicity, and socio-economic status—the more difficult it is for the adversary to isolate the participants and adopt a repressive strategy, short of maximal and undiscriminating repression. As such, diverse participation may afford a resistance campaign a strategic advantage, which, in turn, increases the pressure points and enhances the leverage that the resistance achieves vis-à-vis its state adversary.

10. While we acknowledge the importance of structural conditions during nonviolent and violent conflicts, previous work has shown that both nonviolent and violent resistance campaigns have occurred, persisted, succeeded, and failed in multiple contexts. The outcomes of the campaigns—while certainly shaped by external constraints—have not been pre-determined by those constraints. The contentious politics research program accounts for the interaction between agent and structure in explaining outcomes. See, for instance, Doug McAdam, Charles Tilly, and Sidney Tarrow, Dynamics of Contention (New York: Cambridge University Press, 2001); Charles Tilly and Sidney Tarrow, Contentious Politics (Boulder, Colo.: Paradigm Publishers, 2006); and Kurt Schock, Unarmed Insurrections.

Skeptics may question this assertion on the grounds that potential recruits seeking immediate results from participation will find nonviolent resistance less appealing than violent resistance. Beyond the achievement of political objectives, loot obtained during operations, payoffs from resistance leaders, the seizing of territory or caches of weapons, or even feelings of power from harming people or exacting revenge could attract recruits to violent resistance. Frantz Fanon famously advocated armed resistance, on the grounds that it bestows feelings of actively fighting against injustice while being willing to die for a cause greater than one’s self, thereby encouraging feelings of communal solidarity. Violence may have its own attraction, especially for young people, for whom the allure may be further perpetuated by cultural references and religious defenses of martyrdom.

Despite its supposed appeal, however, violence is rare, and therefore may not have the allure that some theorists ascribe to it. On the whole, physical, informational, moral, and commitment considerations tend to give nonviolent campaigns an advantage when it comes to mobilizing participants, which we argue reinforces the strategic benefits to participation as well. In the next section, we suggest why there are more incentives for individuals to actively participate in nonviolent resistance, compared to armed struggle, and the implications of this for strategic effectiveness.

**Physical Barriers**

Active participation in a resistance campaign requires variable levels of physical ability. The physical risks and costs of participation in a violent resistance campaign may be prohibitively high for many potential members. Actively participating in violent resistance may require physical skills such as agility and endurance, willingness to train, ability to handle and use weapons, and often isolation from society at large. While certain of these qualities, including endurance, willingness to sacrifice, and training, can also be applicable to participation in nonviolent resistance, the


14. See Adria Lawrence’s chapter in this volume.

15. While we recognize that there are a number of non-combat roles in armed resistance that do not entail violence (such as providing sanctuary, food, and supplies to guerrillas; raising funds; communicating messages; acting as an informant; or refusing to cooperate with government attempts to apprehend insurgents), here civilians act in a support role for armed combatants, who are responsible for planning and executing armed attacks against the adversary. This is quite different from the role played by civilians in nonviolent resistance, where they are responsible for planning and executing nonviolent campaigns targeting the adversary.
typical guerrilla regimen may appeal only to a small portion of any given population.

Physical barriers to participation may be lower for nonviolent resistance, because the menu of tactics available to nonviolent activists is broad and includes a wide spectrum ranging from high-risk confrontational tactics to low-risk discreet tactics. Generally, participation in labor strikes, consumer boycotts, lock-downs, and sit-ins does not require strength, agility, or youth. Participation in a nonviolent campaign is open to female and elderly populations, where participation in a violent resistance campaign is often, though not always, physically prohibitive. Although female operatives—such as female suicide bombers and guerrillas—have sometimes been active in violent campaigns in Sri Lanka, Iraq, Pakistan, Palestine, El Salvador, and East Timor, they are nevertheless exceptions in most cases.

INFORMATIONAL DIFFICULTIES

Scholars have found that individuals are more likely to engage in protest activity when they expect large numbers of people to participate. To successfully recruit members, campaigns must publicize their activities to demonstrate their goals, abilities, and existing numbers to potential recruits. Because of the high risks associated with violent activity, however, movement activists may be limited in how much information they can provide. They may need to remain underground, thereby exacerbating informational problems. Although violent acts, including assassinations, ambushes, bombings, and kidnappings, are public and often attract significant media attention providing signals of the campaign’s abilities, the majority of the campaign’s operational realities—including information about the numbers of active members—often remain unseen and un-

16. Sharp, *The Politics of Nonviolent Action*, identifies over 198 nonviolent tactics (including strikes, boycotts, sit-ins, and occupations), and scholars have since expanded the list to include many more due to advances in communications technology. See Brian Martin, *Technology for Nonviolent Struggle* (London: War Resisters’ International, 2001).

The absence of visible signs of opposition strength is, therefore, problematic from the perspective of recruitment. Thus, violent resistance may be at a disadvantage in this regard, since the actual number of activists may not be clear.

On the other hand, nonviolent, public tactics have important demonstration effects, which help to address the informational problem. Nonviolent campaigns sometimes include clandestine activities (e.g., the use of *samizdat* underground publications during the Polish Solidarity struggle), particularly during the early stages when the resistance is most vulnerable to regime repression and decapitation. Typically, however, nonviolent campaigns rely less on underground activities than armed struggles. When communities observe open, mass support and collective acts of defiance, their perceptions of risk may decline, reducing constraints on participation. This contention is supported by critical-mass theories of collective action, which contend that protestors base their perceptions of protest opportunities on existing patterns of opposition activity.

As with violent campaigns, regime infiltration and the use of *agent provocateurs* to instigate opposition violence are also common elements of nonviolent resistance campaigns. Although these are significant obstacles, nonviolent campaigns have historically been able to use social ostracism, publicly declared dress codes, public statements, and explicit codes of conduct to counter these typical adversary infiltration tactics. Armed campaigns have employed similar tactics, though they also employ the maiming and killing of collaborators, which often leads to opposition disunity and popular alienation.

**Moral Barriers**

Moral barriers may constrain potential recruits to resistance campaigns, but are far less likely to inhibit participation in nonviolent resistance. Although an individual’s decision to resist the status quo may follow a certain amount of moral introspection, taking up weapons and killing adds a new moral dimension. Unwillingness to commit violent acts or support armed groups necessarily disqualifies segments of the population that sympathize with the resistance but are reluctant to translate that sympathy into violence. For violent resistance campaigns, the leadership may need to rely on the proportion of the population that is willing to use violence against the adversary and its supporters, while settling for sympathy and passive support from the rest of the population.

18. At the same time, satellite television and the Internet have made it easier for armed resistance groups to communicate their goals, attract recruits, and exaggerate their membership. This is also true for nonviolent resistance campaigns.


Nonviolent resistance campaigns, however, can potentially mobilize the entire aggrieved population without facing moral barriers. Joining a nonviolent resistance campaign against a powerful adversary “requires less soul-searching than joining a violent one. Violent methods raise troublesome questions about whether the ends justify the means, and generally force the people who use them to take substantial risks.”22

**Commitment Problems**

Beyond physical, informational, and moral barriers, nonviolent resistance campaigns may offer people with varying levels of commitment and risk tolerance the opportunity to participate. Campaigns that rely primarily on violent resistance must depend on participants who have high levels of both commitment and risk tolerance. First, the new recruit to a violent campaign may require more training than a recruit to a nonviolent campaign, creating a lag between volunteering and participation. This lag—and the strenuous requirements for participation in a violent campaign—may reduce the number of people who join a violent campaign on a whim.23

Second, violent campaigns typically enforce higher levels of commitment at the outset. Screening potential participants is much more intense in violent movements. Often, new recruits to violent movements must undertake a violent act to demonstrate their commitment. This is a further inhibition to participation in armed struggles, because potential recruits may wish to eschew drastic screening processes, and movement leaders may find it hard to trust new recruits.

Third, during the prosecution of a conflict, participants in nonviolent campaigns can return to their day jobs, daily lives, and families with lower risk than a participant in a violent campaign. Compared to armed struggle, participants in nonviolent resistance can more easily retain anonymity, which means that they can often participate in acts of resistance without making major life sacrifices. This is particularly true when a campaign uses nonviolent methods of dispersion, such as a stay-at-home strike or a consumer boycott, in which cooperation is withdrawn without leaving the state with a tangible target for repression.24 The commitment required by people who join violent campaigns often prevents them from resuming their lives during or after the conflict, and they are more likely to be on the run in order to evade state security.

Fourth, nonviolent resistance offers a greater repertoire of lower risk actions. Although nonviolent struggle is rarely casualty-free, the price of participating (and being caught) in armed struggle is often death. The likelihood of being killed while carrying out one’s duties as an armed in-

23. Thanks to Hardy Merriman for this particular insight.
surgent is high, whereas many lower-risk tactics are available to participants in a nonviolent resistance campaign. The wearing of opposition insignia, the coordinated banging of pots and pans and honking of horns, the creation of underground schools, and the refusal to obey regime orders are a few examples of less risky nonviolent tactics that have been used by groups around the world.

The aspects of participation discussed thus far point in one direction. They suggest that nonviolent campaigns will be more successful at generating large bases of participants.

**Proposition:** Nonviolent resistance campaigns are more likely to obtain mass, broad-based participation (including women, children, and elderly) than violent resistance.

The Iranian Revolution of 1978–1979 illustrates this point. Although violent insurgencies such as the Fedayeen and Mujahideen had resisted the Shah since the 1960s, they were only able to attract several thousand followers. Reza Pahlavi’s regime crushed the armed groups before they produced meaningful change in the regime. The nonviolent revolution that emerged between 1977 and 1978, however, attracted several million participants who engaged in boycotts, protests, stay-aways, and sit-ins until the regime fell.

Notwithstanding the Shah’s deep unpopularity vis-à-vis large numbers of Iranians, many Iranian citizens were unwilling to participate in protest activity until the revolution had attracted mass support—which occurred only after nonviolent popular struggle replaced guerrilla violence as the primary mode of resistance. A similar dynamic could be seen in the 1988 popular ouster of General Augusto Pinochet in Chile, and the 1986 “people power” revolution against Ferdinand Marcos in the Philippines.

If such mass participation is associated with campaign success, then nonviolent campaigns have an advantage over violent ones. In the fol-


29. We recognize that numbers alone do not guarantee victory in resistance campaigns. Strategic factors, like the identification of realistic goals and the sequencing of a particular set of tactics, along with the navigation of structural constraints (including regime repression) are also crucial determinants of campaign outcomes. However, we do suggest that the execution of any resistance strategy—violent or nonviolent—and the ability to stay in the contest with the adversary depend on the availability of willing recruits. For this reason, insofar as participation influences these other variables, which have direct bearing on the outcome of campaigns, nonviolent campaigns have an advantage over violent campaigns.
lowing sections, we assume that Proposition 1 is empirically correct, and consider how mass, broad-based mobilization activates numerous mechanisms that offer advantages that violent campaigns lack.

**The Effects of Mobilization on Mechanisms of Leverage**

As Kurt Schock writes, leverage “refers to the ability of contentious actors to mobilize the withdrawal of support from opponents or invoke pressure against them through the networks upon which opponents depend for power.” In this section, we discuss the mechanisms through which broad-based mobilization allows nonviolent campaigns to maximize leverage over their adversaries, even when their adversaries outnumber them in size, capabilities, and resources.

The disruptive effects of violent and nonviolent resistance may result in significant political, economic, and military costs for an adversary. The results of sustained disruption include the failure of the government to perform basic functions, a decline in GDP and investment, loss of power by government elites, and the breakdown of the normal order of society. The sum total of the domestic and international costs of sustained disruption may cause members of the target regime to accommodate resistance campaigns—or force them to give up power completely.

**COERCION**

Violent campaigns physically coerce their adversaries, which may significantly disrupt the status quo and enhance the chances of victory. Destroying or damaging infrastructure; killing or threatening officials, elites, and military personnel; and disrupting the flow of goods and commerce may raise perceptions of ungovernability and continued instability, while loosening the regime’s grip on power. A sustained violent resistance campaign may produce significant disruption and serve an important communicative role. For example, the Palestine Liberation Organization’s use of terrorism and guerrilla violence from the mid-1960s to the late 1980s is often credited with “keeping the Palestinian issue alive” internationally. The armed wing of the East Timorese independence movement, the

---

33. In *How the Weak Win Wars*, Arreguín-Toft argues that during strategic interactions between stronger and weaker conflict parties, the use of opposite tactics (indirect-direct) against a stronger adversary can translate into victory for the weaker power. Others have argued that continual and escalating disruption is the key variable determining success; see Wood, *Forging Democracy From Below*.
34. As early as 1982, the PLO’s offers of direct talks with Israel were rejected as long as the PLO used violence against Israel. It was not until the late 1980s and early 1990s,
FALANTIL, similarly used armed attacks against Indonesian military targets to attract media attention and to demonstrate that there was opposition to the Indonesian occupation. The Iranian guerrilla movement justified their use of armed attacks against the Shah’s regime as a way of demonstrating that the reality was not as the Shah presented it, and that there was opposition to the monarchy.35 The Maoist guerrillas in Nepal launched armed attacks against the monarchical regime for years, resulting in hundreds of fatalities and prolonged instability in the country.36

In the aforementioned cases, however, there is scant evidence of a causal relationship between the political violence and political victories, suggesting that disruption should not be confused with victory. Although the armed resistance may have had a symbolic function, many of the major changes that have occurred in each of these cases were precipitated by mass, nonviolent campaigns. In the case of Nepal, for instance, what directly preceded the restoration of democratic rule in Nepal was not armed resistance, but a brief mass civil-resistance campaign, where even the Maoists chose to put down their guns so that they could participate.

The coercive capacity of nonviolent resistance is not based on violent disruption to the social order. Rather, it is based on the removal of the adversary’s key sources of power through sustained acts of protest and non-cooperation—a process that we describe below. Some may argue that nonviolent resistance is only powerful because regimes fear that they will become violent, thereby posing even greater threats. Social movement scholars refer to this dynamic as a “positive radical flank effect.” This concept posits that violence may sometimes increase the leverage of challengers, which occurs when external actors offer selective rewards and opportunities to moderate competitor groups to isolate or thwart the more radical organizations. In other words, the presence of a radical element in the opposition may make the moderate oppositionists in the nonviolent campaign seem more palatable to the regime, thereby contributing to the success of the nonviolent campaign. In this way, some argue that violent and nonviolent campaigns can be symbiotic, in that the presence of both types improves their relative positions.37

when a new form of mass-based Palestinian nonviolent resistance emerged inside the Occupied Territories, that significant pressure was applied on Israel, resulting in talks with the PLO and a general acceptance of a two-state solution. The popular uprising (known as the first Intifada) inside the Occupied Territories increased the Palestinians’ leverage over the exiled PLO leadership in Tunis, which was forced to moderate its views and accept negotiations with Israel or risk irrelevance. It also increased leverage over Israel, which paid a high political price for its violent response to the first Intifada and reconsidered permanent control over the territories.

36. For figures of attacks perpetrated by the Communist insurgency in Nepal, see the Global Terrorism Database, START/CETIS, accessed at http://www.start.umd.edu/data/gtd/.
37. For applications of the positive radical flank effect, see Herbert Haines, “Black
But opposition violence is just as likely—if not more likely—to have the opposite result. A “negative radical flank effect,” or spoiler effect, occurs when another party’s violence decreases the leverage of a challenge group. In this case, the presence of an armed challenge group causes the regime’s supporters to unify against the threat.

There is no consensus among social scientists about the conditions under which radical flanks either harm or help a social movement. In our estimation, however, many successful nonviolent campaigns have succeeded because they systematically stripped away the regime’s sources of power, including those within the ranks of economic and military elites, who may have hesitated to defect if they suspected that the campaign would turn violent. As a general rule, the more a regime’s supporters believe a campaign may become violent, the greater the extent to which those supporters and potential participants may perceive the conflict to be a zero-sum game. As a response, regime supporters are likely to unite to counter the perceived existential threat, while potential participants may eschew participation for the reasons identified above. A unified adversary is much harder to defeat for both violent and nonviolent campaigns.

Therefore, rather than effectiveness being a result of a supposed threat of violence, nonviolent campaigns achieve success through the mechanism of nonviolent coercion as a result of sustained pressure derived from...


mass mobilization that withdraws the regime’s economic, political, social, and even military support from domestic populations and third parties. Leverage is achieved when the adversary’s most important supporting organizations and institutions are systematically pulled away through mass non-cooperation.

For example, sustained economic pressure targeting state-owned and private businesses and enterprises has been an important element in many successful popular movements.\textsuperscript{40} As the anti-apartheid struggle in South Africa demonstrated, massive collective actions such as strikes and boycotts can impose significant economic costs on those benefiting from the status quo. International actions can compliment these domestic actions, such as when the international divestment campaign targeting the apartheid regime created significant economic pressure, which was an important factor in the regime’s ultimate decision to negotiate with the African National Congress (ANC). In another example of complimentary internal and external action, the withholding of loans and economic assistance to the Suharto regime in Indonesia by international financial institutions (against the backdrop of the 1998 Asian financial crisis), combined with mass popular uprising in that country, led to Suharto’s ouster. The withdrawal of external financial support to the Marcos regime in the Philippines similarly coincided with an economic crisis in the early 1980s, combined with a broadening anti-Marcos movement inside the country that enjoined the support of moderate reformers, church leaders, and businesspeople—a move toward the center by the opposition that would have been unlikely had the resistance been confined to Communist and Muslim guerrillas.

As in South Africa, the cumulative costs of continuous nonviolent resistance may limit the possible or desirable courses of action available to economic and political elites, often forcing them to negotiate on terms favorable to the nonviolent campaign. Sustained pressure through civic mobilization, combined with the belief that the opposition represents a burgeoning and viable governing alternative, can influence key regime adherents, causing them to reconsider their preferences and alternatives to the status quo.\textsuperscript{41} This dynamic has marked a number of democratic transitions, including those in Chile, the Philippines, and Eastern Europe.\textsuperscript{42} 


\textsuperscript{41} Wood, \textit{Forging Democracy from Below}, p. 21.

In cases where there is an inverse economic dependency relationship (meaning the opposition is more dependent on the state than vice versa), it may be difficult for a nonviolent resistance campaign to achieve significant leverage without working through parties with closer political and economic ties to the state. Examples of nonviolent campaigns in this circumstance are the Palestinians in the Occupied Palestinian Territories, the Tibetans in occupied Tibet, and the West Papuans in Indonesian-controlled West Papua, all of whom are more economically dependent upon the state than vice versa. Although consumer boycotts and labor stoppages launched by populations living under foreign occupation can impose a certain level of economic costs on the occupying power (this occurred when Palestinians boycotted Israeli products and withheld labor during the first intifada), the impact is much less than when the regime is more economically dependent on the resisting population, as is the case with many nonviolent campaigns challenging regimes. This may be especially true when a state is subsidized from the outside, so that it can survive internal economic disruption. These so-called “rentier states,” which rely on external sources, including export sales in natural resources, tourism, and economic aid, for a sizeable portion of net income, have proven to be especially resistant to domestic pressure.

An inverse dependency relationship between a state and a nonviolent campaign does not doom the nonviolent campaign to failure. In a number of anti-authoritarian struggles, economic crises combined with organized mass nonviolent pressure have led to the ouster of regimes reliant on external rents, which were believed to be immune to such pressure (e.g., Iran, Indonesia). In certain cases of foreign occupation, working with or through third parties may help a nonviolent campaign to “extend the nonviolent battlefield” and gain increased leverage over its adversary.

Nonviolent Conflict; Ackerman and DuVall, A Force More Powerful; and Sharp, The Politics of Nonviolent Action.


44. For example, the junta in El Salvador was able to survive a wave of strikes from 1979–1981 because of the junta’s strong support from the United States. Thanks to Stephen Zunes for this point.


46. For an elaboration on the notion of “extending the nonviolent battlefield” to ad-
Violent campaigns, we suggest, are more likely to unify the adversary’s main pillars of support and increase their loyalty and obedience to the regime, as opposed to fragmenting and reducing their loyalties to the regime. The questioning of authority and loyalty shifts toward the opposition are less likely to occur when the regime is confronted with an armed challenger and can more easily justify a violent crackdown. A “rally around the flag” effect is more likely to occur when the adversary is confronted with violent resistance than with disciplined nonviolent resistance. Although small armed groups may be perceived as less threatening to a regime’s survivability than mass nonviolent protests, states may be more susceptible to internal fissures in the face of massive action rather than limited, violent opposition.

Hypothesis: When it achieves mass participation, nonviolent resistance is more likely to succeed than armed struggle because it deprives the state of domestic and international political, social, economic, and military support.

LOYALTY SHIFTS, NEW INTERESTS, AND BACKFIRE

When a resistance campaign is able to influence the loyalties and interests of people working in society’s dominant institutions, it increases its chances of success. Campaigns can shift power relations within the adversary by accessing sympathizers, defectors within the elite, or ordinary people who work below the elite. When campaigns produce divisions among erstwhile stable elites about the proper course to take, power relations between the regime and the campaign shift, increasing the campaign’s ability to extract concessions from the adversary. Regimes grant concessions when acts of protest or noncooperation lead to shifts in people’s loyalties and interests—or perceptions thereof. Thus, measuring the impact of different forms of resistance on the loyalties and interests of a regime’s key pillars of political and military support may help to predict campaign success and failure.

Among economic elites within the regime, perception of costly continued conflict may convince them to pressure the regime to adopt conciliatory policies toward the resistance. Elisabeth Jean Wood argues that the accumulating costs of insurgency and its attendant repression ultimately dress the challenge of inverse dependency relationships in the context of civil resistance campaigns, see Stephan, “Fighting for Statehood”; Maria J. Stephan and Jacob Mundy, “Battlefield Transformed: From Guerrilla Resistance to Mass Nonviolent Struggle in the Western Sahara,” Journal of Military and Strategic Studies, Vol. 8, No. 3 (Spring 2006), pp. 1–32; Stephan, Nonviolent Insurgency; Johan Galtung, Nonviolence in Israel/Palestine (Honolulu: University of Hawaii Press, 1989), p. 19; and Schock, Unarmed Insurrections.

47. Robert Helvey defines “pillars of support” as “the institutions and sections of society that supply the existing regime with the needed sources of power to maintain and expand its power capacity.” See Robert L. Helvey, On Strategic Nonviolent Conflict: Thinking About the Fundamentals (Boston: Albert Einstein Institution, 2004), p.160.

48. Greene, Comparative Revolutionary Movements, p. 57; and McAdam, et al., Comparative Perspectives on Social Movements, p. 306.
convince economic elites to press the regime to negotiate, changing the balance of power within the regime between those willing to consider compromise and those resolutely opposed.49

Beyond influencing workers, businesspeople, and economic elites, the sheer numbers of participants lend legitimacy to the campaign in the eyes of those in the regime. While their demands strain state budgets, nonviolent campaigns may also lead soldiers, policemen, and, often later, their commanding officers to question the viability, risks, and potential costs of military actions against the nonviolent campaign.50 This occurred within the ranks of the Iranian armed forces during the anti-Shah resistance; to Filipino armed forces during the anti-Marcos uprising, within the Israeli military during the first Palestinian intifada; and over the course of the Indonesian military campaign in East Timor, to take but a few examples. Fighting an armed actor is likewise costly, but it is less likely to create as much introspection among the commanding officers, who might instead feel physically threatened by the violence and view the violent insurgents as minorities within the population, who are resorting to violence out of desperation.

Loyalty shifts may occur directly in response to opposition activities, or in response to regime actions that are perceived as unjust or excessive. One common scenario in which loyalties shift is when the regime violently cracks down on a popular nonviolent campaign with mass civilian participation. In this case, the regime’s actions may cause backfire to occur, a process that occurs when an action is counterproductive for the perpetrator.51 Backfire creates a situation in which the resistance leverages the miscalculations of the regime to its own advantage, as domestic and international actors that support the regime shift their support to the opposition because of specific actions taken by the regime.52

Repressing nonviolent campaigns may backfire if the campaigns have widespread sympathy among the civilian population by turning erstwhile passive supporters into active participants in the resistance.53 Alternatively, repressing nonviolent activists may lead to loyalty shifts by increasing

51. Martin, Justice Ignited, p. 3.
53. deNardo, Power in Numbers, p. 217.
the internal solidarity of the resistance, increasing foreign support for it, or increasing dissent within the enemy ranks—provided violent counter-reprisals by the resistance do not occur. This effect may be catalyzed further if the repression is communicated to domestic and international audiences that are prepared to act.\textsuperscript{54}

Resistance of any kind against a regime is often met with repression. However, it is easier for states to justify violent crackdowns against resistance campaigns and draconian measures, like the imposition of martial law or states of emergency, to domestic and international audiences when they are challenged by an armed insurgency.\textsuperscript{55} On the other hand, converting, co-opting, or successfully appealing to the interests of those targeted with violence is more difficult. As we know from cognitive theories, when violent militants threaten the lives of regime members and security forces, the latter are less likely to think critically—and more likely to think defensively—about their own behavior.\textsuperscript{56} Regime functionaries are therefore less likely to see violent protestors as potential bargaining partners than nonviolent groups.

**Hypothesis:** Repression against nonviolent campaigns should induce loyalty shifts within the regime and generate more acts of anti-regime mobilization than repression against violent campaigns.

This hypothesis is counterintuitive, because it is often assumed that violent repression always weakens nonviolent campaigns relative to violent campaigns—an assumption that requires empirical testing.

**EXTERNAL SUPPORT**

A resistance campaign may also achieve leverage over its adversary through diplomatic pressure or international sanctions against the adversary. International sanctions are certainly controversial; common arguments against them include the point that they often harm the civilian population more than the targeted regimes.\textsuperscript{57} They may be useful, however, in some cases. Such sanctions had discernable effects in bringing about successful opposition campaigns in South Africa and East Timor,

---


\textsuperscript{55} Martin, *Justice Ignited*, p. 163. This is not to suggest that it is necessarily strategically wise for nonviolent campaigns to purposefully evoke repression from their adversaries. On the contrary, many nonviolent campaigns have succeeded without relying on the backfire process.

\textsuperscript{56} Abrahms, “Why Terrorism Does Not Work.”

to take but two examples. The ANC leadership demanded sanctions for decades, but they came about only after mass nonviolent resistance had spread. Some argue that the international sanctions against the apartheid regime in South Africa were critical in creating a bargaining space for the resistance campaigns to finally come to the negotiating table. International sanctions against Indonesia aided the successful ouster of Indonesian troops from East Timor. Conversely, lack of sanctions or diplomatic pressure has often been cited as contributing to the failure of some opposition groups. Some have suggested, for example, that the application of sanctions by China or Russia would hasten the Burmese junta’s downfall, or that pressure by South Africa would hasten the demise of the Robert Mugabe regime in Zimbabwe.

External support may be more easily generated when outside actors see large numbers of resistance participants as a sign of the movement’s legitimacy and viability. The international repercussions of a violent crackdown against civilians who have made their commitment to nonviolent action known may be more severe than against those that could be credibly labeled as terrorists. Nonviolent campaigns sometimes receive direct support from foreign governments, international organizations, nongovernmental organizations (NGOs), and global civil society. The aid often comes in the form of government financial assistance, sanctions targeting

58. Martin, Justice Ignited, pp. 13, 15, 23.


the adversary, or NGO funding. The Serbian resistance movement Otpor, for example, received millions of dollars from funding agencies linked to the U.S. and European governments prior to the toppling of the Milošević regime.

At the same time, external support is unreliable, inconsistently applied to nonviolent opposition groups around the world, and sometimes ineffective in helping nonviolent campaigns. In fact, external support can at times delegitimize a movement in the eyes of the domestic population within a country by leading to accusations of corruption within the movement. Furthermore, even when external support could be helpful to a nonviolent campaign, as Clifford Bob notes, the decision to support resistance movements depends upon a variety of internal considerations, including the donor’s mission, sponsors, and the political atmosphere. Nonetheless, we believe that external actors are more likely to contribute diplomatic support to nonviolent campaigns than violent ones. The effects of these resources on campaign outcomes should be explored in subsequent studies.

_**Hypothesis 3:** Nonviolent resistance campaigns are more likely than armed campaigns to win outside support in the form of diplomatic pressure, international sanctions, or support from global civil society._

Foreign governments may lend material support to violent resistance campaigns, giving them advantages against powerful adversaries. Many would argue, for example, that Francisco Franco’s revolutionary Fascists would have been defeated by the Spanish Republicans without the support of Nazi Germany and Fascist Italy. State sponsors may give direct aid to violent or nonviolent campaigns, depending on the political context and domestic conditions. However, in violent campaigns, external state support may undermine insurgents’ incentives to treat civilian populations with restraint, because civilians are viewed as dispensable rather than as the main sources of support.

_**Hypothesis 4:** Violent resistance campaigns are more likely than nonviolent campaigns to win outside support in the form of direct state support._

---


64. Bob, _Marketing Rebellion_.

TACTICAL DIVERSITY AND INNOVATION

Strategic innovation occurs with some regularity among both nonviolent and violent campaigns. However, the greater the number of participants from different societal sectors involved in the campaign, the more likely the campaign is to produce tactical innovations. Charles Tilly, Sidney Tarrow, and Kurt Schock have argued that tactical innovation occurs “on the margins of existing repertoires,” and as such, “the more expansive the margins, the greater the likelihood of permutation and innovation.”

We have pointed out earlier that nonviolent campaigns attract a larger number of more diverse participants than violent campaigns because the physical, moral, and informational barriers to mobilization are lower. The diversity of these campaigns therefore privileges them with regard to tactical innovation.

A specific type of tactical diversity is shifting between methods of concentration and methods of dispersion. In methods of concentration, nonviolent campaigns gather large numbers of people in public spaces to engage in civil resistance. Well-known applications of this method include the Chinese student protests in Tiananmen Square or the occupation of Red Square during the Russian Revolution. More recent examples of concentration methods include the mass sit-ins in Maidan Square in Kiev during the Orange Revolution and the creation of a tent city in downtown Beirut during the Lebanese Independence intifada. Methods of dispersion involve acts that are spread out over a wider area, such as consumer boycotts, stay-aways, and “go slow” actions at the workplace. Dispersion methods, like the consumer boycott in South Africa, intentional obstructionism at the workplace by Germans during the French occupation of the Ruhr, labor strikes by oil workers during the Iranian revolution, and the banging of pots and pans by Chileans during the anti-Pinochet movement, force an adversary to spread out its repressive apparatus over a wider area, afford greater protection and anonymity to participants, and allow participants to engage in less risky actions.

Among violent campaigns, tactical diversity could include alternating between concentrated attacks and ambushes in urban areas and more dispersed hit-and-run attacks, bombings, and assassinations in smaller towns and villages. For both violent and nonviolent campaigns, adopting diverse tactics reduces the effectiveness of the adversary’s repression and helps the campaign maintain the initiative. Tactical innovation enhances the campaign’s adaptability and room for maneuvering when the state focuses its repression on a particular set of tactics. This is especially crucial when the repression makes some tactics, like street protests, highly risky and dangerous.

66. Tilly and Tarrow, Contentious Politics; Schock, Unarmed Insurrections, p. 144.
68. Schock, Unarmed Insurrections, p. 51.
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Because tactical innovation occurs on the fringes of a movement, campaigns with larger numbers of participants, and consequently wider margins, are more likely to produce tactical innovations. The relatively larger number of active participants expands the repertoire of sanctions available to nonviolent campaigns, allowing them to shift between methods of concentration and dispersion while maintaining pressure on the adversary.\(^7\) Tactical diversity and innovation enhance the ability of nonviolent resistance to strategically outmaneuver the adversary compared to armed insurgencies. This leads us to the following hypothesis.

**Hypothesis:** Nonviolent resistance campaigns should feature greater tactical diversity and innovation than violent resistance.

Tactical innovation in turn affects the resilience of the campaigns over time, an issue we take up in the next section.

**Evasion and Resilience**

Another significant challenge of resistance is opposition resilience, which, writes Schock, “refers to the capacity of contentious actors to continue to mobilize collective action despite the actions of opponents aimed at constraining or inhibiting their activities.”\(^7\) Researchers can observe levels of resilience by determining a campaign’s ability to maintain a significant number of participants, recruit new members, and continue to confront the adversary in the face of repression.

Many scholars consider resilience a crucial factor of campaign success, because it may determine the ability of the campaign to maintain its strategic advantage despite adversary oppression or attempts at co-optation.\(^7\) Continual regime counterattacks against a resistance campaign can remove key members of the campaign and raise the costs of continued participation among remaining members. Decapitation is often used by states to undermine a campaign’s organizational coherence over time.

A common assumption in security studies is that a necessary determinant of resilience is the ability to wage a successful war of attrition against a regime.\(^7\) Seizing territory or enjoying sanctuary from a neighboring
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state may allow violent insurgencies to meet two key challenges for resilience—maintaining their membership and recruitment operations in the face of state repression. Though their numbers may be smaller than mass nonviolent campaigns, violent insurgencies may be able to survive for decades, like the Karen insurgency in Burma, which has endured since 1949, and the Revolutionary Armed Forces of Colombia (FARC), which has waged guerrilla warfare against the Colombian state since 1964. Although durable violent campaigns boast impressive stubbornness in the face of repressive and powerful adversaries, longevity does not necessarily translate into strategic success. Isolation in the countryside, in the mountains, or in neighboring safe havens does not necessarily afford violent insurgencies leverage over their state adversaries. The only reason why some violent insurgencies have been able to survive is that they operate in remote areas not penetrated by the state.75

Persistence may be necessary to campaign success, but it is insufficient. To achieve success, a campaign must go beyond persistence and achieve a shift in power between the opposition and the adversary. Resilience involves increasing mobilization and action, maintaining key assets and resources, and bringing a diverse constellation of assets and tactics to bear against the adversary, regardless of whether the adversary is materially more powerful. Successful campaigns endure despite regime repression while making tangible progress toward stated goals, even if those goals change over time. Because of the tendency of nonviolent campaigns to involve mass numbers of diverse participants, they should be better suited than violent campaigns to maintain resilience and continue their operations regardless of the adversary’s actions. Regime crackdowns arguably debilitate armed campaigns more than similar crackdowns against unarmed campaigns, because of the greater number of potential assets and “weapons” available to nonviolent resistance campaigns.

**Hypothesis:** In comparably repressive conditions, nonviolent resistance campaigns should be more resilient than armed campaigns.

This hypothesis clearly challenges the conventional wisdom, but again, we think that the conventional wisdom should withstand empirical tests before it is accepted.

**When Violent Campaigns Succeed: Some Key Outliers**

It is important to note that there are some important deviations from our assumption that violent campaigns only attract limited numbers of participants. The Russian revolution (1917), the Chinese revolution (1946–1950), the Algerian revolution (1954–1962), the Cuban revolution (1953–1959), and the Vietnamese revolution (1959–1975) come to mind as major examples of violent conflicts that generated mass support sufficient to bring about revolutionary change. Such cases are key outliers to the

75. Thanks to Kurt Schock for this point.
argument that nonviolent campaigns are likelier than violent campaigns to galvanize mass participation.

Upon examining the revolutions, however, it is clear that many of the features common to successful nonviolent campaigns occurred in these revolutions—especially diverse, mass mobilization, which led to loyalty shifts within the ruling regimes’ economic and military elites, and external supporters. These and other successful armed campaigns typically succeed in building a strong base of popular support while creating parallel administrative, political, social, and economic structures.76 The importance placed on mass mobilization and civilian non-cooperation by scholars and theorists of revolutionary warfare suggests that the nonviolent components of successful armed campaigns are as significant—possibly even more significant—than the military component.

One must consider, however, the consequences of such victories. Although violent insurgencies captured power in these cases, the human costs were very high, with millions of casualties across these cases. Moreover, the conditions in these countries after the conflict ended have been overwhelmingly more repressive than in transitions driven by nonviolent civic pressure. In all five cases, the new regimes featuring the victorious insurgents were quite harsh toward civilian populations after the dust settled. None of these countries could be classified today as democratic.

Such trends are not limited to these five cases alone. In a 2005 study of 67 regime transitions between 1973 and 2000, Adrian Karatnycky and Peter Ackerman find that among the twenty cases where opposition or state violence occurred, only 4 (20 percent) qualified as “free” (according to 2005 Freedom House criteria) at the time of the study.77 On the other hand, among 40 cases where the major forces pushing the transition were nonviolent civic coalitions, 32 (80 percent) were classified as “free” at the time of the study.78 There are some clear theoretical reasons why successful nonviolent resistance leads to fewer civilian casualties and higher levels of democracy after the conflict than successful violent resistance. Victorious violent insurgents often feel compelled to re-establish the monopoly on the use of force, and therefore seek to purge any remaining elements of the state. Although they may seek to establish a democratic order, doing so is difficult under circumstances of constant violent threat from regime leftovers. Even if the violent insurgency enjoyed mass support, the new state led by the former insurgents will quickly attempt to consolidate its

---
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power and remove the ability of the masses to rise up against it. Because
the insurgents used violent methods to succeed in gaining power, there
are fewer inhibitions against the use of violent methods to maintain pow-
er. Indeed, the capacity to do so may only increase. Therefore, although
violent insurgency sometimes works, the long-term consequences leave
much to be desired.

As for nonviolent campaigns that succeed, it is likely that these suc-
cesses will become reference points for those particular societies, and
nonviolent resistance will be regarded as an effective method of trans-
forming conflicts. This does not suggest that such states become “pacifist”
states, but rather that the shift from non-institutional to institutional types
of nonviolent means of dealing with dissent is easier, even when normal
channels for resolving conflicts are blocked, ineffective, or in the hands
of a hostile party. At the same time, the way in which nonviolent resis-
tance tends to decentralize power in society leads to a greater ability of the
population to hold elites accountable.79 Opposition leaders that come to
power via nonviolent resistance may feel the need to deliver public goods
to the masses, given that failure to respond to their demands may result
in yet another ouster. In these ways, mass participation and mobilization
through nonviolent action may contribute to a greater sense of trust and
accountability when the conflict is over.

\textit{Hypothesis 7:} Successful nonviolent campaigns will have fewer post-transition ca-
sualties and higher levels of democracy than successful violent campaigns.

\textit{Summary and Pathways for Future Research}

The primary reliance on nonviolent or violent campaign methods
may influence the ways that resistance campaigns are able to approach
major challenges faced by insurgencies. We explain the historical success
of nonviolent resistance by its advantages in meaningful aspects of lever-
age and resilience relative to violent resistance. In Table 10.1, we identify
summary expectations based upon our theoretical discussion.

The discussion above is largely theoretical, but it allows us to intro-
duce a framework for further analysis. We suggest that future studies con-
sider the hypotheses identified in Table 10.2, which provides observable
and testable propositions based upon our discussion.

To test these propositions, researchers should collect and analyze
cross-national data that distinguish carefully between violent and non-
volatile events and campaigns. Existing datasets, such as those developed
by Ronald Francisco and Philip Schrodt, provide beginnings by which to

79. Thanks to Hardy Merriman for this insight.
Table 10.1.: The Advantages and Disadvantages of Nonviolent and Violent Resistance.

<table>
<thead>
<tr>
<th></th>
<th>Where Nonviolent Campaigns Have the Advantage</th>
<th>Where Violent Campaigns Have the Advantage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participation</strong></td>
<td>Low moral barriers to participation&lt;br&gt;Low physical barriers to participation&lt;br&gt;Informational advantages</td>
<td>Immediate rewards for participation, including social status&lt;br&gt;Presumed therapeutic value&lt;br&gt;Cultural glorifications of violence</td>
</tr>
<tr>
<td><strong>Coercion</strong></td>
<td>Coercion based on legitimacy and withdrawal of consent and cooperation by economic, political, and military forces</td>
<td>Physical coercion&lt;br&gt;Economic damage&lt;br&gt;Publicity</td>
</tr>
<tr>
<td><strong>Loyalty Shifts and Backfire</strong></td>
<td>Regime loyalty shifts&lt;br&gt;Withdrawal of cooperation and consent</td>
<td></td>
</tr>
<tr>
<td><strong>External Support</strong></td>
<td>International sanctions, NGO assistance, and diplomatic support</td>
<td>State sponsorship</td>
</tr>
<tr>
<td><strong>Tactical Diversity and Innovation</strong></td>
<td>Shifts between methods of concentration and dispersion&lt;br&gt;Large numbers lead to tactical diversity, which leads to innovation</td>
<td></td>
</tr>
<tr>
<td><strong>Evasion and Resilience</strong></td>
<td>Shifts between methods of concentration and dispersion&lt;br&gt;Over-extension of the adversary</td>
<td>Survivability and sanctuary&lt;br&gt;Physical defense against adversary</td>
</tr>
</tbody>
</table>

**NOTES:** These conditions are obviously dependent on a variety of structural and agent-based factors that vary according to each case. Structural factors include regime type, regime repression, country GDP, literacy rates, degree of urbanization, and geopolitical factors. Agency-based or strategic variables include goal selection, leadership and organizational types, and selection and sequencing of tactics.
Table 10.2.: Testable Hypotheses.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participation</td>
<td><em>H</em>&lt;sub&gt;P&lt;/sub&gt;: Nonviolent resistance campaigns are more likely to obtain mass, broad-based participation (including women, children, and elderly) than violent resistance.</td>
</tr>
<tr>
<td>Coercion</td>
<td><em>H</em>&lt;sub&gt;1&lt;/sub&gt;: When it achieves mass participation, nonviolent resistance is more likely to succeed than armed struggle because it deprives the state of domestic and international political, social, economic, and military support.</td>
</tr>
<tr>
<td>Loyalty Shifts and Backfire</td>
<td><em>H</em>&lt;sub&gt;L&lt;/sub&gt;: Repression against nonviolent campaigns should induce loyalty shifts within the regime and generate more acts of anti-regime mobilization than repression against violent campaigns.</td>
</tr>
</tbody>
</table>
| External Support                 | *H*<sub>E</sub>: Nonviolent resistance campaigns are more likely than armed campaigns to win outside support in the form of diplomatic pressure, international sanctions, or support from global civil society.  
                             | *H*<sub>2</sub>: Violent resistance campaigns are more likely than nonviolent campaigns to win outside support in the form of direct state support. |
| Tactical Diversity and Innovation| *H*<sub>T</sub>: Nonviolent resistance campaigns should feature greater tactical diversity and innovation than violent resistance. |
| Evasion and Resilience           | *H*<sub>E</sub>: In comparably repressive conditions, nonviolent resistance campaigns should be more resilient than armed campaigns. |
| Post-Conflict Stability          | *H*<sub>PC</sub>: Successful nonviolent campaigns will have fewer post-transition casualties and higher levels of democracy than successful violent campaigns. |

test these hypotheses.  

Many of the hypotheses listed here, however, require greater detail than is available in country-year datasets. As such, researchers should seek out primary source material to assess the relative influence of nonviolent and violent campaigns on the decisions of policymakers. To obtain such information, researchers may require access to the policymakers themselves, or to their archives, such as those used by Harris Mylonas in this volume. Additionally, public opinion surveys that compare attitudes toward nonviolent and violent campaigns are scarce. To delve into problems of legitimacy and loyalty, which are at the heart of these hypotheses, a deeper understanding of the social and political contexts in which these campaigns operate is necessary.

80. See, for example, Ronald A. Francisco, “European Protest and Coercion Data,” available at http://web.ku.edu/ronfran/data/index.html; and Philip Schrodt, “Kansas Event Data System Project,” http://web.ku.edu/keds/index.html. Many data sets focus on violent conflict or are ambiguous about whether events are violent or nonviolent.
of many of these hypotheses, extensive micro-level research is required.

In the meantime, this chapter emphasizes that nonviolent resistance is worthy of empirical examination as a functional alternative to armed insurgency. Scholars need not analyze violent or nonviolent forms of resistance in isolation of their strategic alternatives.

Conclusion

To the extent that a resistance campaign can separate the adversary from its main sources of economic, social, political, and military support through sustained pressure (domestically and through third parties) and remain resilient in the face of repression, it is likely to succeed. At the same time, we have argued that mass participation in the resistance is a critical factor in determining a movement’s ability to achieve leverage. When a regime can no longer rely on the obedience and cooperation of its erstwhile domestic and international allies for its economic, political, diplomatic, or military sources of power, its ability to maintain control is seriously undermined, and this may lead to a regime’s ouster or the withdrawal of a foreign occupier. A campaign’s reliance on nonviolent methods—even extremely disruptive ones—may make the adversary’s characterizations of the campaigns as extremist less credible, while also making the regime more introspective about yielding concessions.

If, as we argue, nonviolent resistance can be strategically superior to violent resistance, then why does violent resistance occur at all? What compels members of erstwhile nonviolent resistance movements to adopt violent resistance? The chapters in the second part of this volume have focused on these specific questions from the point of view of non-state opposition groups, but many fruitful avenues of research remain.
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